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Editorial

Computer aided applications for early detection and diagnosis, histopathological image
analysis, treatment planning and monitoring, as well as robotised and guided surgery will
positively impact health care during the new few years. The scientific community needs
of prepared entrepreneurships with a proper ground to tackle these topics. The Joint
Master Degree in Medical Imaging and Applications (MAIA) was born with the aim to
fill this gap, offering highly skilled professionals with a depth knowledge on computer
science, artificial intelligence, computer vision, medical robotics, and transversal topics.

The MAIA master is a two-years joint master degree (120 ECTS) between the Uni-
versité de Bourgogne (uB, France), the Università degli studi di Cassino e del Lazio
Meridionale (UNICLAM, Italy), and the Universitat de Girona (UdG, Spain), being the
latter the coordinating institution. The program is supported by associate partners,
that help in the sustainability of the program, not necessarily in economical terms, but
in contributing in the design of the master, offering master thesis or internships, and
expanding the visibility of the master. Moreover, the program is recognised by the Eu-
ropean Commission for its academic excellence and is included in the list of Erasmus
Mundus Joint Master Degrees under the Erasmus+ programme.

This document shows the outcome of the master tesis research developed by the
MAIA students during the last semester, where they put their learnt knowledge in prac-
tice for solving different problems related with medical imaging. This include fully
automatic anatomical structures segmentation, abnormality detection algorithms in dif-
ferent imaging modalities, biomechanical modelling, development of applications to be
clinically usable, or practical components for integration into clinical workflows. We
sincerely think that this document aims at further enhancing the dissemination of infor-
mation about the quality of the master and may be of interest to the scientific community
and foster networking opportunities amongst MAIA partners.

We finally want to thank and congratulate all the students for their effort done during
this last semester of the Joint Master Degree in Medical Imaging and Applications.

MAIA Master Academic and Administrative Board
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Hemorrhagic stroke lesion segmentation using a 3D U-Net with
squeeze-and-excitation blocks
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Computer Vision and Robotics Group, University of Girona, Catalonia, Spain

Abstract

Hemorrhagic stroke is the condition involving the rupture of the vessel inside the brain. It is characterized with high
mortality rates, so it is important to act fast to prevent irreversible consequences. In this master thesis, a deep learning-
based approach to segment hemorrhagic stroke lesions in CT scans is proposed. Our proposal is based on a 3D U-Net
architecture which incorporates the recently proposed squeeze-and-excitation blocks. Restrictive patch sampling is
proposed to alleviate the class imbalance problem and also the issue of intraventricular hemorrhage, which is a specific
subtype of stroke located inside brain ventricles that has not been included as a lesion in our study. Moreover, we also
studied the effect of patch size, the use of different modalities, data augmentation and the incorporation of different
loss functions on the segmentation results. All analysis have been performed using a five fold crossvalidation strategy
on a private dataset composed of 76 cases, which was provided by the collaborating Hospital Dr. Josep Trueta,
Girona, Spain. Obtained results demonstrate that the introduction of squeeze-and-excitation blocks, together with
the restrictive patch sampling and symmetric modality augmentation provide the highest mean DSC of 0.862±0.074,
showing promising automated segmentation results.

Keywords: Hemorrhagic stroke, Squeeze-and-Excitation, Intraventricular hemorrhage, U-Net, Balanced sampling

1. Introduction

Nowadays stroke is one of the most common causes
of death, holding the third position after an ischemic
heart disease and neonatal disorders (Roth et al. (2018)).
It is a medical condition in which the brain tissues lose
the ability to get oxygen due to reduced or fully cut
blood flow. This rapidly leads to the death of brain
cells. There are two types of stroke: ischemic and hem-
orrhagic. Ischemic stroke is the most common type of
stroke (around 87% of all strokes (Mozaffarian et al.
(2016))) and it is caused by reduction of blood supply
to the brain tissues; the rest of strokes are hemorrhagic
ones and they involve the rupture of a vessel inside the
brain. In this case, brain cells get damaged because of
the pressure of the leaked blood. Even though hemor-
rhagic stroke is a less common condition, it is character-
ized with high mortality rates (Kidwell and Wintermark
(2008)).

The stroke lesion consists of two parts: the core,
which is basically the irreversibly injured tissue or the

hematoma in the case of hemorrhagic stroke, and the
edema around the core, which is caused by the brain tis-
sues swelling. Time is the key factor of successful treat-
ment of stroke, since early stroke diagnosis and treat-
ment are related to positive patient outcome (Matsuo
et al. (2017)). Therefore, fast clinical actions are re-
quired in order to give the patient the most appropriate
treatment.

Stroke can be diagnosed through different techniques,
including imaging, which is a key assistance to define
the type of stroke. The most common imaging modali-
ties for stroke diagnosis are Magnetic Resonance Imag-
ing (MRI) and Computed Tomography (CT). It was
shown that Gradient Echo (GRE) MRI sequences are
as accurate as CT in detecting hematoma (Kidwell and
Wintermark (2008)). Moreover, they can be better than
CT in detecting chronic hemorrhages and sometimes
can detect lesions which were missed in CT. However,
CT is the dominant modality for diagnosing hemor-
rhagic stroke, as it is clearly seen there. In addition,
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(a) Hemorrhagic stroke in non-
contrast CT

(b) Hemorrhagic stroke in Gradient
Echo (GRE) MRI

(c) Ischemic stroke in non-
contrast CT

(d) Ischemic stroke in Diffusion-
Weighted Imaging (DWI) MRI

Figure 1: Appearance of hemorrhagic and ischemic stroke (orange ar-
rows) on CT and MRI sequences (Muir and Santosh (2005), Siddiqui
et al. (2011)).

CT imaging is widely available, it is rapid, which is a
key factor in stroke, inexpensive, and suitable for all the
patients, unlike MRI. An example of hemorrhagic and
ischemic stroke imaging in CT and MRI is shown in
Figure 1.

Image segmentation is an important part in diagno-
sis and management of the disease. In clinical prac-
tice the standard approach nowadays is manual delin-
eation of the stroke lesion. However, this approach has
disadvantages; it is both time-consuming and operator-
dependent, which leads to subjective and not repro-
ducible results. To address these issues, automated
segmentation algorithms have been suggested during
the past years (e.g. Forbes et al. (2010), Shahangian
and Pourghassem (2015)). Research on automated ap-
proaches can also help to better understand pathologies
of the brain and construct statistical patterns to gener-
alize the results across the population. Moreover, they
can offer objective, accurate and reproducible methods
to quantitatively assess stroke lesions and help doctors
to evaluate all the risks.

The initial attempts to segment hemorrhagic stroke
lesions mostly relied on processing of CT images. They
involved approaches based on different image analy-
sis techniques, their variations and hybrid strategies
(Pérez et al. (2008)). For example, such methods in-

volved clustering (Lončarić et al. (1995), Cosić and
Lončarić (1997)), morphological operations (Lončarić
et al. (1995), Perez et al. (2007)), region growing or
level sets (Bardera et al. (2009)).

The recent breakthrough and popularity of deep
learning techniques increased the research interest and
the number of proposed algorithms to segment brain
lesions and, specifically, stroke lesions. In particular,
Convolutional Neural Networks (CNNs) (Lecun et al.
(1998)) have shown big potential in different biomedical
imaging tasks including medical image segmentation.
One of the CNNs, which has shown great performance
in biomedical segmentation tasks is the U-Net architec-
ture (Ronneberger et al. (2015)). This architecture in-
spired and served as a base for a big number of different
segmentation approaches (Piantadosi et al. (2018), Li
et al. (2019), Alom et al. (2019)), including the ones in
the field of neuroimaging (Guerrero et al. (2017), Dong
et al. (2017)).

In this work, a deep learning approach for segmenta-
tion of hemorrhagic stroke lesions in non-contrast CT is
proposed. Similarly to Woo et al. (2019), we introduce
squeeze-and-excitation blocks to a U-Net architecture,
but in our case we do it in a 3D U-Net implementation.
A balanced sampling technique is introduced for patch
extraction, restricting this patch sampling spatially and
quantitatively to address the problem of intraventricu-
lar hemorrhage. In addition to standard data augmen-
tation techniques, symmetric modality augmentation is
also performed to benefit from the brain hemispheres
symmetry property to find more robust image features,
as done in Clèrigues et al. (2019). The segmentation
algorithm proposed is evaluated with a crossvalidation
strategy over a dataset of 76 cases, analyzing the im-
pact of the different contributions introduced in our ap-
proach.

2. State of the art

Segmentation of stroke lesions is important in the
field of diagnosis and treatment. It is the first step to do
the research related to lesion outcome prediction, and to
establish correlations to use later in the clinical practice.
Hematoma segmentation helps to evaluate if the lesion
will grow, which is important clinically.

Intracranial hemorrhage (ICH) is not such a common
type of stroke as an ischemic one, therefore its auto-
mated segmentation has not been the main research fo-
cus in the community. Traditional semi-automated ap-
proaches had been developed, but, during the last two
years, automated approaches for hematoma segmenta-
tion have started to appear.

2.1. Segmentation of ischemic stroke
The early works in segmentation of ischemic stroke

core were focused on CT images and consisted of ap-
plying traditional approaches. For instance, the work of
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Matesin et al. (2001) was composed of techniques, such
as region growing and also different image features, e.g.
related to symmetry, brightness or area. In the works
of Usinskas et al. (2004) and Tang et al. (2011) textu-
ral features were utilized to deal with the segmentation
problem.

Regarding the ischemic stroke segmentation in MRI,
different approaches have been proposed. For example,
the work of Wanida Charoensuk and Likitjaroen (2015)
was based on applying an active contour algorithm to
Diffusion Weighted Imaging (DWI) MRI modality. The
approaches of Hevia et al. (2007) and Li et al. (2009)
suggested to apply mean shift algorithm for the purpose
of stroke segmentation.

The launch of the Ischemic Stroke Lesion Seg-
mentation (ISLES) challenge (http://www.isles-
challenge.org/) in 2015 increased the interest to the
topic and initiated a burst of automated ischemic
stroke segmentation methods. The challenge was held
until 2018. The first three years it was focused on
lesion segmentation in different MRI modalities, while
in the 2018 the dataset provided to the participants
for development of their algorithms consisted of CT
perfusion scans. A lot of participants of the challenge
took advantage of deep learning techniques, because
of their recent advance. For instance, in 2015 the
winning method was an 11-layer 3D CNN from Kam-
nitsas et al. (2015) and was later extended to create
the well-known DeepMedic architecture (Kamnitsas
et al. (2016)). In the work of Choi et al. (2016), 3D
multi-scale residual U-Net was utilized for stroke core
segmentation. In 2017, Lucas et al. (2018) proposed a
fully-convolutional network based on 2D U-Net with
additional short skip connections. In 2018, four out
of five presented algorithms were based on a U-Net
architecture. Despite the fact that the challenge finished
in 2018, new approaches based and evaluated on the
ISLES dataset are currently being developed. As an
example, the work of Clèrigues et al. (2019) proposed a
2D patch-based residual encoder–decoder architecture
to segment stroke core lesions from CT perfusion scans.

2.2. Segmentation of hemorrhagic stroke on MRI im-
ages

In terms of hemorrhagic stroke segmentation, nowa-
days the number of works developed on MR sequences
is increasing, because of its superior sensitivity for de-
tecting brain pathologies compared to CT. For instance,
in the work of Roy et al. (2015) gamma transforma-
tion together with an expectation-maximization algo-
rithm was used to segment hemorrhages. The work of
Pszczolkowski et al. (2019) proposed a method based
on shape and intensity analysis of both T2* GRE and
FLAIR sequences for hematoma segmentation. The
properties of lesion intensities in these MRI sequences
were used together with masks of brain tissues to detect
hemorrhage voxels.

2.3. Segmentation of hemorrhagic stroke on CT images
In general, research on hemorrhagic stroke segmen-

tation started from segmenting CT images. One of the
earliest works by Lončarić et al. (1995) presented a
semi-automated method based on k-means histogram-
based clustering. Cosić and Lončarić (1997) proposed
an approach consisting of unsupervised fuzzy cluster-
ing and expert system-based labeling. In the paper of
Majcenić and Lončarić (1998) the implementation of
simulated annealing, which is a function optimization
method, was applied to perform the segmentation. The
images used for these works were digitized CT films and
the presented methods were computationally complex.

Later, Perez et al. (2007) presented a set of three
methods for hematoma segmentation, where two meth-
ods were carried out in a semi-automatic way and
the remaining one was performed in a manual way.
They were using 3D mathematical morphology opera-
tions and live wire technique for object contour extrac-
tion. In the work of Bardera et al. (2009) the semi-
automated method for hematoma segmentation was de-
veloped based on a region growing algorithm.

Automatic methods for hemorrhage segmentation
had also been proposed recently. Sharma and Venu-
gopalan (2012) proposed a method based on k-means
clustering with automatic initialization of cluster cen-
ters. The approach of Bhadauria and Dewal (2014)
combined fuzzy c-means clustering and region-based
active contour method. It was evaluated on 2D CT scans
of 20 patients. The work of Shahangian and Pourghas-
sem (2013) suggested using thresholding for the seg-
mentation step. This approach demonstrated good re-
sults with evaluation on 2D 128 × 128 CT scans. The
method of Gillebert et al. (2014) was developed for seg-
menting images with both ischemic and hemorrhagic
stroke and consisted of normalizing CT scans to a tem-
plate space and applying subsequent voxelwise compar-
ison with a group of control CT scans in order to define
areas with hypo- or hyper-intense signals. The method
was evaluated on scans with both simulated and real
stroke lesions.
With the recent rise of deep learning techniques, they
started to be used for the hemorrhagic stroke segmen-
tation problem, even though there are yet not so many
proposed approaches. For example, Wang et al. (2018)
used a 3D U-Net in their work for brain hemorrhage
segmentation. As the groundtruth in this study was pre-
sented in .csv files, the masks were obtained using this
information and using morphological operations. The
size of image patch used was 64×64×64 and data aug-
mentation was also applied. Chang et al. (2018) pro-
posed a mask R-CNN algorithm, which used a custom
hybrid 3D/2D variant of the feature pyramid network as
a backbone to generate a shared set of image features for
segmentation of different types of hemorrhagic stroke.
Singh et al. (2019) presented a 3D CNN to segment sev-
eral hematoma types and also they use a novel thresh-
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olding method, which improved their results. Hssayeni
et al. (2020) used 2D U-Net for segmenting intracranial
hemorrhage. In their work, CT scans from 82 patients
were used without any image preprocessing. Further-
more, there are two works that have recently been pro-
posed. One of them by Kuang et al. (2020) used a novel
network named ψ-Net, where two attention blocks were
used to suppress the irrelevant information, and capture
the spatial contextual information to refine the border
areas of the stroke lesion. The dataset used in this paper
consisted of 150 CT scans and the method was evalu-
ated on 2D slices with different hematoma types. The
other work proposed by Yao et al. (2020) proposed to
use multi-view CNN with a mixed loss function. The
architecture share some similarities with U-Net, and the
mixed loss function was proposed to make the system
robust to CT scans acquired in different medical centers
using different protocols.

3. Materials and methods

3.1. Dataset

The dataset used in this project was acquired in the
Hospital Dr. Josep Trueta, Girona, Spain. It consists
of 76 cases, each of them with non-contrast head CT
together with CT angiography images (provided not for
all the cases) and CT perfusion images. Some examples
of the Trueta dataset can be seen in Figure 2.

The image acquisition protocol was the following.
All the examinations were performed on 128-slice CT
scanner (Ingenuity; Philips Healthcare). Some image
characteristics for each modality were different, as pre-
sented in Table 1: for non-contrast CT (CT NC) the
slice thickness was 3 mm and the gap was of 1.5 mm,
whereas for CT angiography (CT Angio) the slice thick-
ness was 0.9 mm with the gap of 0.45 mm. The CT
perfusion (CTP) images consisted of 4 slices of 10 mm
(Puig et al. (2017)).

The scans were acquired for research, which goal was
to investigate the relationship between perfusion charac-
teristics of the lesion and its evolution. The gold stan-
dard, manual stroke lesion segmentations, were delin-
eated by expert radiologists on non-contrast CTs.

Table 1: Image characteristics of all presented in dataset modalities:
non-contrast CT (CT NC), CT angiography (CT Angio), CT Perfusion
(CTP).

Image
modality Matrix

Slice
Thickness, mm Gap, mm

CT NC 512 × 512 3 1.5
CT Angio 512 × 512 10 10

CTP 512 × 512 0.9 0.45

(a) Original images.

(b) Non-contrast CT (c) Symmetric version
of non-contrast CT

(d) CT angiography

Figure 2: Top row: original image modalities. Bottom row: Prepro-
cessed modalities used in the approach as input.

3.1.1. Intraventricular hemorrhage
Intraventricular hemorrhage (IVH) or intraventricu-

lar bleeding is an extension of hemorrhage, which oc-
curs within brain parenchyma, inside brain ventricles,
where the cerebrospinal fluid is produced. One of its
sources can be the hemorrhagic stroke lesion adjacent to
the ventricles. Such pathology is a bad prognosis sign,
as expected mortality from it is between 50% and 80%
(Hinson et al. (2010)). Usually, IVH can be clearly con-
firmed from CT imaging from the presence of the blood
inside the ventricles. Therefore, the problem of seg-
menting intraparenchymal hemorrhage (IPH) from IVH
arises (Figure 3).

Almost 15% of the cases in the Trueta dataset have
IVH together with the stroke lesion. As the research ob-
jective of this dataset was stroke, which is located within
brain tissues only, the intraventricular hemorrhage was
not delineated as a stroke class and, therefore, it was
not segmented on the provided groundtruth. However,
as the source of signal in both pathologies is the same
(blood leakage), the intensities of both regions on non-
contrast CTs are also similar (Figure 3). Thus, the de-
veloped algorithm should also learn to differentiate be-
tween IPH and IVH, as we will see in the following sec-
tions.

3.1.2. Data preparation
The initial preparation of non-contrast CT head scans

require removal of the coil and skull stripping (see
Figure 2) as those regions can confuse the algorithm
and lead to undesired results. To remove the coil, the
original image was binarized and the biggest connected
component, which is the head, was kept. The skull re-
moval process is similar, it utilizes morphological oper-
ations to remove the borders of the skull and the final
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Figure 3: Dataset examples. The top row corresponds to IPH case.
The bottom row is an example of intraventricular hemorrhage. Both
IPH and IVH have similar intensities, even though the groundtruth
provided only has IPH. Moreover, IVH deforms brain ventricles.

brain extraction is also based on extracting the biggest
connected component.

As stroke can appear in one of the hemispheres of the
brain, it could be useful to utilize features based on mid-
sagittal symmetry of those hemispheres, as proposed in
Clèrigues et al. (2019). Therefore, a symmetric image
of the brain was created (Figure 2c). We firstly flipped
the brain CT and secondly the flipped image was regis-
tered to the initial one. For the registration purposes the
FLIRT tool from FSL was used (Jenkinson and Smith
(2001), Jenkinson et al. (2002)). This tool provided fast
and accurate registrations and is well-known in the re-
search community.

Furthermore, CT angiography can be used addition-
ally as another input channel for the segmentation.
However, they have to be preprocessed before apply-
ing an automated segmentation algorithm. The provided
dataset was acquired within everyday clinical practice
so it was not prepared to be analysed automatically.
Hence, additional preparation of the angiography scans
was necessary. From the whole dataset, CT angiogra-
phy scans of 18 patients were containing not only the
head, but also the upper body, so these scans had to
be cropped according to the corresponding non-contrast
CTs. Moreover, as the voxel spacing of non-contrast
and angiography CTs was different, the cropped angiog-
raphy image had to be registered to the space of non-
contrast CT (Figure 2d).

3.2. Proposed Method
The proposed approach is a 3D patch based deep

learning method based on a U-Net architecture for seg-
mentation of the hemorrhagic stroke lesion core from
non-contrast CT scans. As the lesion mostly occupies
only a small volume inside the brain, class imbalance
is a problem that has to be taken into account. To train
the network, this should be necessarily done in order
to avoid overfitting to the negative class, which will in-
fluence the segmentation results. Moreover, the dataset
used has another type of hemorrhage presented - the in-
traventricular one, which is not assigned to lesion class,
and this also has to be considered in the algorithm devel-
oped. In this work the main contributions are presented
to address both issues: balanced sampling technique to
ensure equally distribution of both classes in the train-
ing set and restrictions in regions to extract patches to
distinguish between intraparenchymal and intraventric-
ular hemorrhages. At the training stage, to tackle these
problems, regularization techniques were also applied,
such as: (a) dropout, (b) data augmentation, and (c)
early stopping. During testing, high overlap between
extracted patches was used to improve the segmentation
results.

3.2.1. Patch sampling
The proposed approach is a patch based CNN ar-

chitecture, which prevents from computationally heavy
load of large input images and also offers reduced train-
ing time (Long et al. (2015)).

For patch based methods, class imbalance can be
an issue. So, it is important to control the process of
patches extraction, otherwise only a minor number of
patches will be taken from the lesion class. In such a
case, such data imbalance can lead to poor performance
of the network and misclassification of lesion voxels.

To address this problem, researchers proposed differ-
ent methods. For instance, in the work of Guerrero et al.
(2017) training patches were sampled so that they al-
ways contain lesion voxels. Moreover, they were ran-
domly shifted so that the center of the patch does not
necessarily include the lesion voxel. Another example
can be the work of Clèrigues et al. (2019), which used a
balanced sampling strategy so that the equal number of
patches representing both classes were extracted from
each image.

In our work, the balanced sampling technique was
used together with other ways of controlling the patch
extraction, like in the work of Kushibar et al. (2018) and
Clèrigues et al. (2019). The same number of patches
were extracted from background and lesion. At the ini-
tial step, the region for extracting negative patches was
restricted. To avoid extracting a lot of patches from
background and take more advantage of the dataset, the
area to extract non-lesion patches was limited with the
brain mask; this way the negative patches were uni-
formly extracted only from the region inside the brain.
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To improve the segmentation results on the lesion
borders, we selected the region around hematoma’s bor-
ders in order to extract additional negative samples from
the area just around the lesion. Thus, we make the net-
work learn more from the boundaries of the hematoma,
like done in work of Kushibar et al. (2018) for MRI seg-
mentation of brain subcortical structures.

Data augmentation is another popular technique to ar-
tificially expand the dataset. In our approach, the rea-
sonable transformations we applied in terms of brain
anatomy were: horizontal and vertical flip, patch rota-
tions at 90◦, 180◦, 270◦. Therefore, in the training set,
one patch was used six times, each time transformed
with a different augmentation type.

The patches were extracted from non-contrast CT
scans, which in some experiments, as we will see in the
Section 4, were supplemented with their symmetric ver-
sions or angiography CT as additional input channels to
the network.

3.2.2. Intraventricular hemorrhage problem
As mentioned before, some images of the dataset

contain intraventricular hemorrhage, which is not delin-
eated as the groundtruth. As this type of stroke has the
same appearance as intraparenchymal one, we should
find a way to segment IPH from IVH.

The initial steps to resolve this issue can be taken
at the data preparation step, while sampling training
patches. This can be done, as the voxels of IVH belong
to the negative class, whereas the voxels of IPH belong
to the lesion class. To make the network learn this de-
pendence, more patches from the IVH area should be
represented in the training set.

This hypothesis leads us to make additional restric-
tions to negative patch sampling. As this abnormality
occurs inside the brain ventricles, it would be essential
to use the spatial information related to brain anatomy
and extract more patches from the area of CSF ventri-
cles. Unfortunately, methods for brain tissue segmen-
tation cannot be applied in this case as in the ventricles
we can have both hypointense regions related to normal
ventricles and hyperintense regions related to IVH. One
way to overcome this obstacle could be defining a re-
gion of interest around the center of the brain volume, as
shown in Figure 4. In our approach, the coordinates of
brain center were calculated for each image separately.
For each dimension we defined the first and last slice
where the brain appears and took the coordinate of the
middle slice. Such choice of ROI comes from the obser-
vation that the brain ventricles are located in the medial
area of the brain.

Another way to solve the IVH issue we studied was
to put more attention on the IVH voxels in the train-
ing stage. In our case, we considered intraventricular
hemorrhage as hyperintense volume inside the brain,
which does not belong to IPH. Therefore, we could
extract more patches from this area. To define it, we

Figure 4: The region of interest (red cube) defined around the point of
the brain center

tried thresholding the whole image using an empirically
found threshold that represented intensity of the blood
signal and then we excluded those pixels, which belong
to the lesion, using the provided groundtruth. Moreover,
some other hyperintense structures as brain borders and
midline were excluded by utilizing the fact that IVH has
bigger volume.

When the desired ROI was defined, we could restrict
the training patch sampling by assigning the fraction of
negative patches which can be forcibly extracted from
this region. As the fraction of the scans with IVH is not
that huge, we can extract even more training patches
from this region by extracting the background patches
only from the defined ROI, but only if the image has the
ROI.

In the overall patch extraction pipeline, firstly, the tar-
get number of patches was set for each patient. 50%
of patches were extracted uniformly from the whole
volume of the brain, yet some predefined fraction of
them was forcibly extracted from the area around lesion
boundary and the area related to the brain ventricles.
Here, uniform sampling was done in order to make sure
that all the parts of the brain are equally represented.
In addition, 50% of patches were extracted from the le-
sion voxels. If the lesion is small and the number of
its voxels is smaller than the desired number of patches,
the voxels were repeated until that number is reached.
But, if the number of lesion voxels is bigger, then they
were regularly resampled, so that all the parts of the le-
sion were presented homogeneously. Then, those vox-
els serve as centers for patch extraction. Furthermore,
one or several types of data augmentation can be applied
to the extracted patches, as presented in Section 4.5, in-
creasing the size of the patch dataset proportionally to
the number of patches specified in the beginning.

3.3. Deep learning approach

U-Net architecture was firstly proposed by Ron-
neberger et al. (2015) for the task of cell segmentation.
Rapidly, it earned the recognition in the community and
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Figure 5: The architecture used in the proposed approach. The network is inspired by 3D U-Net with incorporation of squeeze-and-excitation
blocks.

inspired a lot of image segmentation approaches, espe-
cially in the field of biomedical imaging, as mentioned
in Section 1. Also, it was extended for 3D segmenta-
tion in the work of Çiçek et al. (2016) and in this way
it was also used for different image segmentation tasks,
particularly for stroke lesion segmentation, as we saw in
Section 2. This master thesis work is also based on 3D
U-Net, considering its prevalence and the fact that 3D
patches may provide more information of surroundings
for the voxel that is being classified. In addition, U-Net
has proven itself to work well with small datasets. Sim-
ilarly to what was done in the work of Woo et al. (2019)
for ischemic stroke segmentation problem, we propose
to incorporate squeeze-and-excitation blocks to the 3D
U-Net architecture, as it showed improved performance
for the segmentation task.

3.3.1. Squeeze-and-Excitation
The squeeze-and-excitation (SE) blocks were firstly

introduced by Hu et al. (2018). They can be used as
building blocks for existing CNNs at slight additional
computational cost and their goal is to improve the qual-
ity of representations produced by a network by explic-
itly modelling the interdependencies between the chan-
nels. Structurally, this computational unit consist of: (a)
a squeeze operator, which produces a channel descriptor
by aggregating feature maps across their spatial dimen-
sions so that each learned filter can exploit contextual
information from the global receptive field of the net-
work; and (b) an excitation operator, which aims to fully
capture channel-wise dependencies. All this is done to
boost informative features and suppress the weak ones.

In the original paper, these blocks were evaluated
on different image classification tasks and have been
shown to improve the network’s performance. In med-

ical imaging tasks this technique has also been incor-
porated. Namely, the work of Rundo et al. (2019) in-
corporates squeeze-and-excitation blocks into U-Net to
tackle the prostate zonal segmentation task in MR im-
ages. The approach showed high performance in com-
parison to other state-of-the-art methods. In the field
of neuroimaging, the work of Woo et al. (2019) pro-
poses the combination of squeeze-and-excitation blocks
with U-Net and DenseNet for segmentation of acute is-
chemic lesions on Diffusion-Weighted Imaging. Their
approach showed results superior to conventional algo-
rithms and they concluded that squeeze-and-excitation
operations may help improve segmentation for discon-
tinuous or small lesions.

Our work utilizes an architecture, inspired by 3D
U-Net with incorporation of squeeze-and-excitation
blocks, as shown in Figure 5. In the contracting path,
each 3×3×3 convolution is followed by a rectifed linear
unit, dropout and a 2×2×2 max pooling with stride 2 for
downsampling. In the expansive path, each layer con-
sists of an upconvolution of 2×2×2 with stride of two,
followed by dropout and 3×3×3 convolution followed
by a rectifed linear unit. Squeeze-and-excitation oper-
ations are introduced after encoder and decoder. The
effect of including these blocks will be evaluated in the
experimental results section.

3.3.2. Training/testing pipeline
In this section we describe how training and testing

was done in order to obtain and evaluate the segmenta-
tion results.

For the training stage, we composed the training
and validation set from the provided scans to train the
weights of the network. The effect of different number
of patches and different patch sizes was analyzed. At the
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(a) Training patch sampling. Negative patches (red contour) are extracted uniformly
from the whole volume of the brain, and some fraction of them is extracted from the
area around lesion boundary and area related to the brain ventricles. Positive patches
(green contour) are centered on lesion voxels.

(b) Testing patch sampling. The patches are extracted uniformly from the whole
volume, preserving some degree of overlap.

Figure 6: Implemented patch sampling for training and testing stages.

end, from each image in the training set 3000 patches of
size 32 × 32 × 16 were extracted following the patch
sampling technique introduced before, as presented in
Figure 6a. Notice that the positive patches, shown with
green contour, are centered on lesion voxels, while neg-
ative patches with red contour are centered on the vox-
els, not related to IPH.

To take advantage of symmetry features, the symmet-
ric image was added as another channel to each training
image, therefore building each training image as Chan-
nels, Height, Width, Depth. Data augmentation was per-
formed to increase the number of patches per image to
18000, and its effect will be also analyzed in Section 4.

Considering the approaches of ISLES participants,
the two most common loss functions were tried for
hematoma segmentation task: Focal loss and combined
Dice loss and Crossentropy loss. Focal loss was intro-
duced in the work of Lin et al. (2017) as an extension
of the crossentropy loss. It gives less weight to easily
classified examples and more weight to hard to clas-
sify examples, therefore it can be useful for the tasks
with class imbalance. On the other hand, combination
of Dice loss and Crossentropy loss was also popular for
ischemic stroke segmentation tasks (e.g. the work of
Clèrigues et al. (2019)). While the crossentropy loss
is minimized with correct confident predictions, the DL
is minimized when the relative overlap between predic-

tion and ground truth is maximizing. Adadelta was used
as an optimizer since it did not require manual tuning
of the learning rate (Zeiler (2012)). To prevent overfit-
ting, early stopping technique with patience of 15 was
utilized when reaching the minimal loss on validation
set. In our approach, the maximum number of epochs to
train was set to 100 or the training was performed until it
meets the early stopping condition, therefore the model
with the best validation metrics was saved. In practice,
the number of epochs to train was between 20-50.

For the testing stage, firstly we selected the scans for
the test sets. In order to evaluate the algorithm on all
the available scans, a 5-fold crossvalidation was done.
Therefore, for each fold 20% of the data was separated
for testing. In this stage, for each voxel we predict its
probability to belong to particular class using the trained
model. Given an image to segment, patches of the same
size as in the training step were extracted uniformly
from the whole image volume, as shown in Figure 6b.
We can also notice that the extracted patches preserve
predefined degree of overlap, which in our experiments
was more than 50%, which was done to improve seg-
mentation results. Every patch was passed through the
network, resulting in a predicted probability for each
voxel. The output binary segmentation was produced
by assigning the class label according to the maximum
probability for each voxel.

3.3.3. Implementation details
The proposed approach was implemented in Python

using the Pytorch machine learning framework (Paszke
et al. (2017)). Our work was developed using mainly the
baseline niclib1 library, which was developed within the
VICOROB research group in the University of Girona.
This library offers variety of utilities for developing neu-
roimaging pipelines with deep learning. All experi-
ments were running on Ubuntu with 256GB RAM, the
network training was done on TITAN V GPU with 12
GB memory.

4. Results

Different experiments were performed to show the
improvement of the pipeline through the development
process. We analyzed the influence of different steps
in the pipeline on the segmentation results: (a) incor-
poration of squeeze-and-excitation blocks to the U-Net
architecture, (b) loss functions, (c) restrictive patch ex-
traction to improve segmentations and to solve the prob-
lem of intraventricular hemorrhage, (d) usage of differ-
ent modalities and (e) data augmentation.

All the experiments were performed with the
5-fold crossvalidation across all 76 cases of the provided

1https://nic.udg.edu/niclib/
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Table 2: DSC obtained in the dataset in crossvalidation experiment
with and without incorporation of squeeze-and-excitation blocks (SE)
into 3D U-Net. Introduction of these blocks significantly improved
the segmentation result.

DSC
DSC of
IVH samples

DSC of
samples
with no IVH

3D U-Net 0.765±0.217 0.640±0.217 0.787±0.212
3D SE U-Net 0.828±0.127 0.683±0.118 0.852±0.112

dataset, having 61 image in the training set and 15 im-
age in the testing set. In each fold, a network was trained
on the training patches and then, at the testing stage, the
voxels of testing scans were predicted. After finishing
all the folds, we got one resulting segmentation for each
image of the dataset.

Dice similarity coefficient (DSC) was used as evalu-
ation metric, as it is widely used to assess segmentation
tasks as a measure of overlap between output segmenta-
tion and groundtruth:

DS C =
2T P

2T P + FP + FN
,

where TP, FP and FN refer to true positive, false pos-
itive and false negative voxels respectively. To evalu-
ate the statistical significance of differences between the
obtained results, we consider dependent t-test for paired
samples.

4.1. Squeeze-and-Excitation blocks

The first experiment was performed in order to un-
derstand if the changes, which were introduced to the
standard 3D U-Net architecture, improved the perfor-
mance of the network or not. For this experiment bal-
anced patch sampling technique was used with target
number of patches of 3000 per patient, which was found
empirically and provided the best trade-off between per-
formance and computational cost. The negative patches
were extracted from the brain area only. From the re-
sults presented in Table 2 we can see that incorporat-
ing of squeeze-and-excitation blocks into standard U-
Net architecture significantly improved the overall seg-
mentation results of the dataset, increasing the average
DSC and reducing standard deviation (p<0.01).

Qualitatively, the improvement can be observed in
Figure 7. However, the introduction of squeeze-and-
excitation blocks could not help to break through the
maximum segmentation DSC, obtained for one case - it
changed only from 0.967 to 0.968.

4.2. Loss functions

The loss functions we tried were Focal loss and com-
bined Dice loss and Crossentropy loss as they are one
of the most commonly used and majority of participants
of ISLES challenge used them for the task of ischemic

(a) The example of better segmentation of irregular lesion while introducing
squeeze-and-excitation operations. The image on the left is segmented us-
ing the model without squeeze-and-excitation blocks, while the improved seg-
mentations on the right are made using the model with squeeze-and-excitation
blocks. Yellow arrow shows the area of improvement.

(b) The example of better segmentation of small lesion while introducing
squeeze-and-excitation operations. Yellow arrows show missegmentation done
without squeeze-and-excitation blocks applied.

Figure 7: The qualitative evaluation of segmentation with the incor-
poration of squeeze-and-excitation blocks into baseline architecture.

stroke segmentation. The initial conditions for the ex-
periment consisted of extracting 3000 patches of size
(32, 32, 16) per image, as it was the best size observed
empirically (Section 4.3), and using brain mask and ROI
around hematoma as restrictive conditions. The result-
ing segmentations of the model trained with the Fo-
cal loss as a loss function showed the average DSC of
0.796±0.158. An experiment with the combination of
Crossentropy and Dice loss significantly improved the
segmentation result (p<0.01) with the average DSC of
0.841±0.108.

4.3. Restrictive patch extraction
To improve segmentation results, several considera-

tions were taken into account. Firstly, the optimal patch
size had to be chosen. The studies of Farabet et al.
(2013), Li et al. (2014) showed that using bigger patches
in CNNs may improve segmentation results, as the net-
work can capture more contextual information, which
in our case can be also beneficial to differentiate IPH
and IVH. Therefore, an experiment was performed to
study the effect of different patch sizes. Considering the
architecture used (with squeeze-and-excitation blocks
incorporated) and the computational load, three patch
sizes were tested: (24, 24, 8), (32, 32, 16), (48, 48,
24). The results are presented in Figure 8. On the one
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Table 3: The resulting DSC for the whole dataset and its parts with and without hemorrhage using different patch restriction steps

DSC
DSC of samples

with IVH
DSC of samples

without IVH max DSC min DSC

no restrictions 0.599±0.284 0.546±0.239 0.608±0.291 0.946 0.028
brain mask 0.807±0.159 0.664±0.188 0.831±0.141 0.959 0.183
brain mask +

ROI around hematoma 0.841±0.108 0.692±0.128 0.866±0.081 0.964 0.530

brain mask +

ROI around hematoma +

ROI around brain center
0.842±0.115 0.699±0.126 0.867±0.094 0.968 0.435

brain mask +

ROI around hematoma +

hyperintense ROI
0.823±0.136 0.687±0.124 0.846±0.125 0.963 0.306

Figure 8: DSC values obtained within three experiments with different
patch sizes: (24, 24, 8), (32, 32, 16), (48, 48, 24)

hand, increasing patch size to (32, 32, 16) significantly
improved mean DSC (p < 0.001) from 0.759±0.183 to
0.842±0.115, but, on the other hand, when the patch
size was enlarged more to (48, 48, 24), the average DSC
was significantly decreased (p<0.01) to 0.805±0.156.
Moreover, none of the patch sizes helped to overcome
the upper boundary of DSC (maximum DSC achieved
are 0.958, 0.968 and 0.963, respectively). From the Fig-
ure 8 we noticed that the results obtained with patches
of the size (32, 32, 16) were within the smaller range,
which states lower dispersion. For the later experiments
we opted the medium patch size of (32, 32, 16).

Next, the area to extract negative patches from was re-
stricted by applying the brain mask, so that the patches
were extracted only from the brain volume. This way
we avoided extracting completely black patches from
the image background. Table 3 shows that this con-
straint helped to significantly improve segmentation re-
sults by 11.7% (p < 0.001).

To refine the lesion contours, the region of interest
was defined around the hematoma and a fraction of
patches, which we defined empirically to be 30%, was

Figure 9: Example of producing more refined contours after the ROI
around hematoma was fixed. Yellow arrows emphasize the particular
parts of the lesion contour, that improved

extracted from this region. This ROI was represented
as cubic volume 25 pixels away from hematoma bor-
ders. Defining this region made it possible to focus the
network more on the area near the lesion borders and it
helped to significantly improve resulting segmentations
(p < 0.01), as can be observed from the average DSC
from Table 3 and qualitatively from Figure 9. In ad-
dition, the minimal DSC in this experiment is notably
improved, going from 0.183 to 0.530.

To solve the problem of intraventricular hemorrhage
segmentation, we wanted to make the network learn
more from IVH areas to distinguish IVH from IPH and
from CSF ventricles areas. Firstly, the cubic region of
interest was defined around central point of brain. This
way we could extract more patches from the area related
to CSF ventricles. In the experiment we compared the
influence of forcibly extracting patches from this ROI
on the final results. The patch extraction pipeline con-
sisted of restrictions on the negative patch sampling ap-
plied by the brain mask and the region of interest around
hematoma. The results of this experiment, presented in
Table 3, showed that introducing this condition could
increase the resulting DSC only a little, but the stan-
dard deviation rises, which means that more variability
is added. However, these changes were not considered
as significant (p>0.05).

To improve the results of the previous experiment, the
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Table 4: The evaluation metrics of the experiment with and without symmetric modality as an additional input channel. Different patch restriction
cases are compared.

Input
modalities DSC

DSC of samples
with IVH

DSC of samples
without IVH max DSC min DSC

ROI around
hematoma

original image 0.841±0.108 0.692±0.128 0.866±0.081 0.964 0.530
with symmetric

modality 0.849±0.099 0.720±0.116 0.871±0.078 0.964 0.530

ROI around
hematoma +

brain center

original image 0.842±0.115 0.699±0.126 0.867±0.094 0.968 0.435
with symmetric

modality 0.856±0.088 0.728±0.112 0.878±0.061 0.956 0.553

ROI around
hematoma +

IVH area

original image 0.823±0.136 0.687±0.124 0.846±0.125 0.963 0.306
with symmetric

modality 0.857±0.085 0.728±0.107 0.879±0.057 0.964 0.581

ROI around
hematoma OR
IVH area

with symmetric
modality 0.862±0.074 0.777±0.101 0.876±0.059 0.957 0.632

cubic ROI was replaced by a ROI, representing IVH - a
hyperintense volume in the image excluding IPH. The
results of new test, shown in Table 3, indicate that the
resulting segmentation DSC significantly decreased (p
< 0.01) for all the dataset and for groups with and with-
out IPH.

4.4. Usage of different modalities

As stroke appears in one hemisphere of the brain,
symmetric non-contrast CT image was added to the
original one as another input channel to exploit the prop-
erty of brain symmetry. The experiment was performed,
holding the same training parameters and patch sam-
pling strategy, defined in Section 3.2. The results are
presented in Table 4. Adding the symmetric modality
to a segmentation pipeline with the fixed ROI around
the lesion made segmentations better, with mean DSC
improvement from 0.841±0.108 to 0.849±0.099, being
statistically significant (p<0.01). We can also see in this
experiment the improvement in segmentation of images
with IVH by 2.8%, and generally, symmetric modality
augmentation reduced standard deviation. Qualitatively,
it can be observed in Figure 10, where yellow arrows
indicate the areas, which were correctly segmented as
background after introducing the symmetric input.

Even though defining a cubic ROI around the brain
center and using symmetric image as additional input
channel improved segmentation results, these improve-
ments were not significant (p>0.05). However, if sym-
metric modality augmentation is used when patches are
forcibly extracted from IVH volumes, the DSC of re-
sulting segmentations, especially for the images with
IVH, as can be noticed from Table 4, significantly im-
proved (p<0.01) by 4.9%.

Angiography CT was also used as an additional in-
put channel together with original non-contrast CT. Not
all the cases from the provided dataset included this

modality, so for a fair comparison, these cases were ex-
cluded (totally 10 cases). We observed that when intro-
ducing angiography image segmentation DSC signifi-
cantly decreased (p<0.001), leading average DSC from
0.834±0.120 with no additional modality augmentation
to 0.795±0.156.

4.5. Data augmentation

The influence of data augmentation techniques was
studied by applying the previously mentioned transfor-
mations to all the patches extracted within the experi-
ment. Moreover, we also analyzed the effect of the num-
ber of patches used into the segmentation result.

Firstly, the target number of patches was set to 500,
so that they can be augmented up to 3000. Compared
to the baseline approach (Table 5), the segmentation re-
sults with a new patch dataset composition significantly
decreased (p<0.05). The following data augmentations
implied to increase the number of patches. As we in-
creased the initial number of extracted patches, the re-
sulting DSC slightly improved, only decreasing when
the initial number of patches was 1500. These changes
from one number of patches to another were statistically
significant (p<0.01, p<0.01 and p<0.005, respectively).
However, the difference between the results obtained
with 3000 patches and with 3000 patches augmented to
18000 was not statistically significant (p>0.05).

4.6. Final configuration

Taking into account all these previous experiments,
the final configuration of the proposed method was cho-
sen. The network architecture included squeeze-and-
excitation blocks and was trained with 3000 patches of
size (32, 32, 16) with combination of Dice and Crossen-
tropy losses as a loss function. Even though results
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(a) Examples of images segmented with only CT NC as an input

(b) Examples of images segmented with symmetric CT NC as an additional
input

Figure 10: Results of hematoma segmentation with and without using
symmetric CT NC as an additional input. Yellow arrows show the
changes in the results achieved by incorporating symmetric modalities
as another input channel.

Table 5: The evaluation metrics of experiments checking the influence
of data augmentation and its size on the segmentation results

number
of patches DSC std

3000 0.862 0.074

au
gm

en
-

ta
tio

n

500 −→ 3000 0.845 0.092
1000 −→ 6000 0.866 0.078
1500 −→ 9000 0.846 0.092

3000 −→ 18000 0.868 0.076

with data augmentation improved the mean DSC, con-
sidering computational cost versus amount of improve-
ment, data augmentation was not considered in the fi-
nal method. Original image together with its symmetric
modality were used as input, and patches were extracted
from them restrictively, limiting the area to extract
patches from with brain mask, ROI around hematoma
and IVH volume. With this final design, we could
achieve a DSC of 0.862 with processing segmentation
time of 17.15 seconds per patient. The qualitative ex-
ample of one of the best segmentation results is shown
on Figure 11.

Comparison with state-of-the-art approaches was dif-
ficult, since all methods used different datasets, which
may include different levels of severity. Our goal was
to segment intraparenchymal hemorrhage only, exclud-
ing intraventricular hemorrhage regions. However, in

Figure 11: Example of a good segmentation result. The red over-
lay represents resulting segmentation, while the white one represents
groundtruth.

other state-of-the-art approaches IVH cases were not
presented, therefore these works could train specifi-
cally IPH regions, providing higher overall DSC values.
Moreover, these methods used datasets with more scans
than in our case, which could also influence the resulting
segmentations. For instance, the work of Chang et al.
(2018), reported an average DSC of 0.931 with a dataset
of 10159 CT scans where 8.9% of scans had ICH, while
the approaches of Singh et al. (2019) and Kuang et al.
(2020) provided DSC values of 0.932 and 0.864, with
datasets composed of 399 and 150 scans, respectively.
The approach of Yao et al. (2020) reported an average
DSC of 0.697 with a dataset of 120 CT scans from dif-
ferent centers. Nevertheless, the overall results obtained
for IPH with our approach (DSC of 0.879) should be
considered as very satisfactory, specially taking into ac-
count the challenges presented in our dataset, both the
consideration of not including the intraventricular hem-
orrhage as a lesion, and the number of such cases in the
whole dataset, being almost 15%.

5. Discussion

This study presented a deep learning approach for
hemorrhagic stroke lesions segmentation. Despite the
fact that two subtypes of hemorrhagic stroke lesions are
presented in the dataset, only one of them, namely intra-
parenchymal hemorrhage, is considered as lesion to be
delineated, as the other subtype, intraventricular hem-
orrhage, is mostly secondary, resulting from existing
IPH. Hence, the issue of differentiating it from the re-
maining subtype of stroke, intraventricular one, has to
be taken into account within the segmentation frame-
work. In this task, the IVH problem was the main one
to worsen the segmentation results, so mostly the steps
we took were attempting to reduce the number of seg-
mented IVH voxels. However, some options were tried
to generally improve the obtained segmentations and re-
fine the contours of the stroke lesion.
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Hemorrhagic stroke appears hyperintense on CT im-
ages, therefore, as previous studies show, promising per-
formance could be achieved. The simple patch-based
3D U-Net architecture with the only restriction of a
brain mask for negative class already achieved a mean
DSC of 0.765±0.217, as shown in Table 2. Notice that
this result is better than the one reported by the approach
of Yao et al. (2020) who achieved an average DSC of
0.697 for IPH segmentation against our result of 0.765.
Their approach was also inspired with U-Net, yet their
dataset is heterogeneous, acquired in different medical
centers, unlike ours, which may be the reason of such
increase in performance.

Incorporation of squeeze-and-excitation blocks were
performed similarly to the approach of Woo et al. (2019)
for segmentation of ischemic stroke lesions. Results
showed that it helped to significantly improve the av-
erage segmentation DSC by 6.3%, as well as to reduce
variability by decreasing the standard deviation from
0.217 to 0.127 (Table 2). Likewise the results of Woo
et al. (2019), squeeze-and-excitation operations helped
to better segment small and irregular lesions, as can be
seen in Figure 7. While segmenting small lesions, mis-
segmentations were reduced; for the discontinued le-
sions, which have more variability in intensities through
single lesion, squeeze-and-excitation blocks helped to
detect more hematoma voxels.

Regarding loss functions, we expected to observe
comparatively similar performance of Focal loss and the
combination of Dice loss and Crossentropy loss. How-
ever, the combination of DL and Crossentropy loss sig-
nificantly outperformed the Focal loss, increasing the
average DSC by 4.5% and reducing standard deviation
by 5%. In most cases, the model trained with Focal loss
undersegmented the borders of small lesions, as shown
by yellow arrows on Figure 12a. Also, it wrongly seg-
mented the voxels near the brain stem areas in some im-
ages, as can be seen in Figure 12b. It might be because
the beam hardening effect artifact is possible in these ar-
eas, as they were located within big volume of dense tis-
sues, like bone and teeth, which may contain some ex-
ternal materials. This artifact is due to scattering of the
X-ray beam and to alteration of the average power of the
X-ray beam as it passes through relatively dense struc-
tures, producing bright streaks on the image. Therefore,
these streaks were misclassified by model trained with
Focal loss.

The experiments with different patch sizes showed
unexpected behavior. As mentioned before, enlarge-
ment of patch size should have helped the network to
capture more contextual information. However, our ex-
periments showed, that increasing of the patch size up
to (48, 48, 24) worsened the mean DSC and introduces
more variability to the samples, as shown in Figure 8.
Moreover, the larger patch size could not help to capture
dependencies between IPH and IVH. Individually, the
most significant decrease of DSC was happening with

(a) The example of small lesions segmentation when the model is trained with
Focal loss (on the left) and with Crossentropy+Dice loss (on the right). Yellow
arrows show undersegmentation of lesion border.

(b) The example of missegmentation of areas affected by beam-hardening arti-
fact. The result on the left image is obtained with the model trained with Focal
loss, whereas the segmentation on the right is produced by model trained with
Crossentropy+Dice loss.

Figure 12: The qualitative results obtained by models, trained with
Focal loss and Crossentropy+Dice loss.

small lesions, which states that for this particular dataset
the patch size of (48, 48, 24) was too big to capture the
small hematoma volumes. A similar behavior was ob-
served in the work of Bernal et al. (2019) for tissues
segmentation in MRI in some of the studied approaches.
Increasing patch size from (24, 24, 8) to (32, 32, 16) led
to better segmentations, as expected initially. Therefore,
with regard to the results of the experiments, the patch
size of (32, 32, 16) was chosen as the optimal one.

The restrictive patch sampling was mostly performed
to solve the problem of intraventricular hemorrhage.
Nevertheless, the initial constraint of extracting patches
only from the brain volume was performed in order to
generally make the segmentations better. Obtained re-
sults proved that sampling patch centers only from brain
voxels greatly increased the DSC over all cases of the
dataset. Consequently, the training patch set never in-
cludes empty patches of the image background, so the
network receives more valuable information as input.

The significant rise of the DSC in the case of fixing
the region of interest around the lesion was expected, as
it was also having a big impact on the work presented
by Kushibar et al. (2018). In most cases introducing this
condition helped to refine the lesion contours, as can be
observed in qualitative examples provided in Figure 9.
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Figure 13: Example of missegmentation. Even though ROI helped
to refine contours (green arrow), voxels not related to the lesion were
also segmented (yellow arrows).

However, for some images improper outputs were pro-
duced. Notice that less patches are extracted from over-
all brain volume, therefore some voxels in unseen areas
of the background were mistaken for lesion. See for
instance the qualitative examples shown in Figure 13,
where the part indicated by the brain middle line seg-
mented as lesion.

The attempts to solve the issue of intraventricular
hemorrhage by establishing another regions of interest
around CSF ventricles did not significantly change hem-
orrhage segmentation, introducing more variability to
the data (Table 3). This was possibly due to the fact
that in this case the network received more patches with
IVH and parts of CSF ventricles, and overall distribu-
tion of patches therefore was not enough to successfully
distinguish IPH and IVH.

Symmetric modality augmentation showed an inter-
esting behavior. Even without extra guidance to ventri-
cle areas it could improve segmentations of both groups
of scans with and without IVH, exploiting the fact, that
hemorrhage occurs in one of the brain hemispheres.

Even though fixing the ROIs related to brain ventri-
cles did not help to achieve better results, they were suc-
cessfully used together with symmetric modality aug-
mentation. We can observe from Table 4, that fix-
ing these ROIs improved more the segmentations, com-
pared to fixing only ROI around hematoma. This hap-
pened due to the fact that these two novelties together
guide where the ventricles and normal tissues are, ex-
ploiting the information about ventricles shape and their
deformation in the presence of intraventricular hemor-
rhage. Moreover, this answers the question, why the
symmetry of a healthy ventricle cannot be utilized to re-
duce the affected area of the opposite ventricle - a ventri-
cle with IVH deforms in a way, so that this assumption
can cut the correctly segmented IPH.

Qualitatively, Figure 10 shows that incorporation
of symmetric modality as an additional input channel
could reduce segmentation of voxels which are located
in the other hemisphere of the brain than the one dam-
aged by stroke. Moreover, segmentation of voxels of the
same hemisphere, but related to intraventricular hem-

Figure 14: The left image shows the example of ventricle deforma-
tion in the presence of IVH. The image on the right shows the incor-
poration of symmetric ventricle to cut off ventricular voxels, though
mostly it cuts the IPH voxels.

orrhage, was also reduced. However, brain ventricles
can be malformed because of the intraventricular hem-
orrhage, as shown in Figure 14. If the symmetric ver-
sion of the normal ventricle was applied as a mask, it
would cut the large part of IPH.

Reduction in segmentation results after introducing
CT angiography as additional input channel was ex-
pected, as these images are more noisy, than non-
contrast CT scans. However, CT angiography is widely
spread as a gold standard in the imaging of cerebral
parenchymal hemorrhage to assess the spot sign - an
indicator of ongoing bleeding. Therefore, it can be as-
sumed that this modality can be helpful for stroke seg-
mentation, adding additional information for the net-
work to learn. However, it was shown by Koculym et al.
(2013), that the spot sign detection on CT angiogra-
phy images demonstrates low sensitivity of 44%, which
can be the reason of poor performance of angiography
modality augmentation.

Artificially expanding the dataset using data aug-
mentation techniques did not make a breakthrough in
the segmentation results. Moreover, augmenting the
patches from 3000 to 18000 did not introduce much
improvement improvement compared to the results ob-
tained with the patch dataset of only 3000 without any
augmentation (Table 5). The overall difference in the re-
sults was not significant (p>0.05). Indeed, considering
the mean DSC and standard deviation values from Ta-
ble 5, one can see that the general behavior of the DSC
distribution was similar.

5.1. Perihematomal edema segmentation

Apart from all the analyses presented in this work,
we also studied the segmentation of the perihematomal
edema, which is a brain swelling region around the hem-
orrhagic stroke lesion. It is an inflammatory response
to the hematoma and it causes further damage to the
brain tissues within some time period after stroke on-
set. Therefore, detecting and segmenting this region can
help to predict clinical outcome of a stroke patient. In

1.14



Hemorrhagic stroke lesion segmentation using a 3D U-Net with squeeze-and-excitation blocks 15

(a) The original CT images. Perihematomal edema has poor contrast with sur-
rounding healthy tissue.

(b) The examples of edema segmentation using deep learning and previously
produced edema masks. The left image shows the segmented voxels around
damaged brain ventricle.

Figure 15: Original images together with edema segmentation results.

our work, we analyzed the application of our approach
to this problem.

In stroke imaging, T2-weighted MRI helps to
effectively delineate edema from the surrounding
parenchyma (Ironside et al. (2019)). However, in hem-
orrhagic stroke patients magnetic resonance imaging is
not routinely used as a neuroimaging modality. In this
case, CT may be a more suitable modality, but segmen-
tation of edema from a CT image is a very challenging
task due to its poor contrast with surrounding tissues
(Urday et al. (2015), Ironside et al. (2019)). We can
visually observe this from Figure 15a.

In literature, few attempts were taken to segment peri-
hematomal edema from CT images. For instance, Cosić
and Lončarić (1997) used expert-system based label-
ing for both hematoma and edema segmentation. Chen
et al. (2013) proposed a method based on region grow-
ing with seeds obtained from expectation-maximisation
algorithm. The method was evaluated on a dataset of
36 patients. Volbers et al. (2011) suggested a thresh-
old based edema segmentation. Their proposed thresh-
olds were identified to provide the best correlation be-
tween the resulting segmentations in CT and manual de-
lineations in MRI.

As the dataset we used was acquired for the clin-
ical study of Hospital Dr. Josep Trueta, the perihe-
matomal edema segmentation was also proposed as a
task. The main problem to overcome was the absence

of the groundtruth segmentations of edema. At initial
step, the edema masks based on distance transform were
generated within the VICOROB group. The same deep
learning approach, as for hematoma, was also tried for
edema segmentation, with restrictive patch sampling,
where patches were extracted from the brain volume
and region around hematoma. The previously intro-
duced masks were provided as groundtruth. Moreover,
the previously obtained stroke core segmentations were
provided as additional input channel to the network to
guide the location of lesion borders. As no groundtruth
was provided, we could not perform a quantitative anal-
ysis of these experiments. Qualitatively, from Figure 15
we can observe visually tolerable edema segmentations.
However, the problem of intraventricular hemorrhages
arises here as well, as edema can be segmented around
brain ventricle, which can be noticed in the left example
of Figure 15b.

The limitation for solving this task is that there are no
datasets available with groundtruth of the edema. Hav-
ing available groundtruth could help to adapt our current
proposal for this problem or even to refine the results of
previous approaches, which could be a good line to ex-
plore as a future work.

6. Conclusions

In this master thesis we proposed a deep learning
method for hemorrhagic stroke lesions segmentation.
The proposed approach, based on 3D U-Net with inte-
gration of squeeze-and-excitation blocks, was tested on
the clinical dataset of 76 cases, provided by a local col-
laborating hospital (Hospital Dr. Josep Trueta). All the
obtained results were qualitatively and quantitatively
evaluated on the whole dataset using a 5-fold crossvali-
dation strategy. Our approach was inspired by the work
of Woo et al. (2019), who incorporated squeeze-and-
excitation blocks into different architectures to solve the
ischemic stroke segmentation task. We could show that
such architecture significantly improved segmentation
results (p<0.01).

Moreover, we showed that data preparation step is
very important to obtain a good segmentation method.
By using restrictive balanced sampling technique, we
could tackle the class imbalance problem as well as the
problem of intraventricular hemorrhage. When apply-
ing different constraints on the patch extraction pipeline,
we quantitatively showed the statistical significant im-
provements. In addition, we were able to study the in-
fluence of using different modalities as input to the net-
work and we could show the improvements achieved by
the introduction of symmetric modality as additional in-
put channel. Different patch characteristics were also
studied, allowing us to choose the optimal patch size
(32, 32, 16) as well as show the influence of number
of patches and data augmentation on the obtained final
results.
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Two loss functions, Focal loss and combined
Crossentropy and Dice loss, which are commonly used
for ischemic stroke segmentation problem, were also
examined. Our results showed the superior performance
of the model trained with the combination of Crossen-
tropy and Dice loss.

Having DSC as main evaluation metric, we could
achieve a mean segmentation result of 0.862±0.074 for
all cases and 0.879 ± 0.057 for cases without intraven-
tricular hemorrhage. The task of perihematomal edema
was also approached and qualitatively evaluated.

Finally, although our dataset and provided
groundtruth annotations (without considering the
IVH regions) did not allow a direct comparison with
state-of-the-art approaches, our proposal showed, that
incorporation of squeeze-and-excitation blocks to the
3D U-Net together with symmetric modality as addi-
tional input channel provides promising results with
accurate automated segmentations of the hemorrhagic
stroke lesions.
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Abstract

Myocardial infarction, commonly known as a heart attack, is the irreversible death of heart muscle (myocardium) due
to lack of oxygen supply (ischemia). In a clinical routine, the infarcted myocardium is often segmented manually.
Since manual segmentation is time consuming and suffers from intra- and inter-observer variability, it is of great
interest to develop an automatic and accurate myocardial scar segmentation. However, the automatic method is also
difficult due to the presence of motion artifact and low contrast between scar and its surrounding in the cardiac
magnetic resonance (CMR) images. In this paper, we proposed a fully-automatic scar segmentation method using a
cascaded segmentation networks of three Fully Convolutional Densenet (FC-Densenet) with Inception and Squeeze-
Excitation module. It is called Cascaded FCDISE. The first FCDISE is used to extract the region of interest and the
second FCDISE to segment myocardium and the last one to segment scar from the pre-segmented myocardial region.
In the proposed segmentation network, the inception module is incorporated at the beginning of the network to extract
multi-scale features from the input image, whereas the squeeze-excitation blocks are placed in the skip connections
of the network to transfer recalibrated feature maps from the encoder to the decoder. To encourage higher order
similarities between predicted image and ground truth, we adopted a dual loss function composed of logarithmic
Dice loss and region mutual information (RMI) loss. Our method is evaluated on the Multi-sequence CMR based
Myocardial Pathology Segmentation challenge (MyoPS 2020) dataset. On the test set, our fully-automatic approach
achieved an average Dice score of 0.590 for scar and 0.686 for scar+edema. This is higher than the inter-observer
variation of manual scar segmentation. The proposed method outperformed similar methods and showed that adding
the two modules to FC-Densenet improves the segmentation result with little computational overhead.

Keywords: Multi-sequence cardiac MRI, MyoPS, Myocardial scar, Segmentation, Deep Learning, CNN,
Fully-automatic

1. Introduction

Cardiovascular diseases (CVDs) are the number one
cause of death globally. More people die annually from
CVDs than from any other cause according to World
Health Organization (WHO). An estimated 17.9 million
people died from CVDs in 2016, representing 31% of
all global deaths. Of these deaths, 85% are due to heart
attack and stroke (Organization, 2017). Cardiovascular
disease (CVD) is a general term for conditions affecting
the heart or blood vessels.

Myocardial infarction (MI), commonly known as a
heart attack, is the irreversible death of heart muscle
(myocardium) due to lack of oxygen supply (ischemia).

This happens when there is plaque or blood clot in the
coronary artery which is responsible for supply of blood
and oxygen to heart muscles. As the cells are deprived
of oxygen, cellular injury occurs which leads to the in-
farction or death of the cells (Belleza, 2017).

Edema is the excess accumulation of fluid in the my-
ocardial interstitium which develops as a result of im-
balance between filtration from the coronary microvas-
culature and removal of interstitial fluid via lymphatic
vessels and epicardial transudation. This can create with
acute conditions like myocardial infarction and with
chronic conditions like pulmonary hypertension (Don-
gaonkar et al., 2012).
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Cardiac magnetic resonance (CMR) is a set of mag-
netic resonance imaging (MRI) used to provide anatom-
ical and functional information of the heart. There
are many types of CMR sequences. To mention
some: Late Gadolinium Enhancement (LGE), balanced
Steady State Free Precession (bSSFP) cine sequence
and T2-weighted MR. These sequences bring compli-
mentary information to each other (Hammer-Hansen
et al., 2016).

Late Gadolinium Enhancement (LGE), sometimes
called delayed-enhancement MRI, is a gold standard for
the quantification of myocardial infarction. It shows
an optimum contrast between normal and infarcted my-
ocardium (Fig. 1). This is done first by administering
intravenously gadolinium-based contrast agents (GB-
CAs) and then performing a delayed imaging at least
10-15 minutes later. A T1-weighted inversion recovery
(IR) sequence is used to null the signal from normal my-
ocardium (Zhuang, 2018).

T2-weighted CMR is mostly used to visualize my-
ocardial edema (Fig. 1). T2-weighted cardiac MRI
of edema is acquired by combining different imaging
techniques which are used to freeze the cardiac and
respiratory motions giving high contrast among blood,
fat, normal myocardium, and myocardial edema. T2-
weighted sequence provides a complementary informa-
tion to LGE (Amano et al., 2012).

The bSSFP cine sequence captures cardiac motion
and has clear myocardial boundaries (Fig. 1). It is a
modification of gradient echo imaging which consists
of a train of rapidly acquired RF-pulses with echoes
formed by balanced imaging gradients. It is relatively
fast acquisition which produces bright blood images
with excellent contrast between myocardium and blood
pool. It has also high temporal resolution (Norton,
2013).

Cardiac image segmentation involves the delineation
of left ventricular myocardium, blood pool, right ven-
tricle in addition to scar, edema and no-reflow seg-
mentation. Most of the researches conducted in car-
diac images segmentation uses single modality input
image. For left ventricular myocardium and blood pool
segmentation the most common modalities are bSSFP
CMR, LGE and T1-map (Fahmy et al., 2019; Isensee
et al., 2017; Kurzendorfer et al., 2018). While for scar
segmentation, majority of them use LGE (Amado et al.,
2004; Dikici et al., 2004; Moccia et al., 2019; Positano
et al., 2005; de la Rosa et al., 2019; Zabihollahy et al.,
2018).

Myocardial scar is often segmented manually in a
clinical routine. However, manual segmentation is very
exhausting and suffers from intra- and inter-observer
variability. This problem can be addressed by devel-
oping an automatic segmentation method. Having said
that, automatic segmentation also comes with its own
challenges. Large shape and size variation of the heart
and infarcted myocardium, heterogeneous intensity dis-

tributions of myocardium, motion artifact, low contrast
between scar and blood pool in LGE as well as low
contrast between edema and healthy myocardium in T2
make developing automatic segmentation methods dif-
ficult.

In this paper, we proposed a fully-automatic
scar segmentation method using a cascaded Fully
Convolutional-Densenet (FC-Densenet) (Jégou et al.,
2017) with Inception (Szegedy et al., 2016) and
Squeeze-Excitation (SE) modules (Hu et al., 2018). The
input to our method was a multi-modal image which
consists of LGE, T2 and bSSFP CMR sequences.

Our work has the following main contributions: 1)
We proposed three cascaded segmentation networks that
extract the region of interest then segment myocardium
and finally segment scar from pre-segmented myocar-
dial region. This resulted in higher Dice score and lower
false positives compared to the one that uses 2 cascaded
networks. 2) We demonstrated that combining multi-
ple cardiac MR images can improve the cardiac seg-
mentation result. 3) We showed that incorporating SE
blocks and inception module to FC-Densenet improves
the segmentation performance with little computational
overhead. SE blocks are incorporated in the skip con-
nections of the network to transfer a recalibrated feature
maps from encoder to decoder and inception module is
added at the beginning of the network to extract multi-
scale features from the input image. 4) We proposed a
novel loss function that combines the conventional loga-
rithmic Dice loss with region mutual information (RMI)
loss (Zhao et al., 2019). This objective function can be
useful to segment small structures and pixels with weak
visual evidence such as myocardial scar and edema. 5)
Our fully-automatic approach showed a promising re-
sult on Multi-sequence CMR based Myocardial Pathol-
ogy Segmentation (MyoPS 2020) challenge dataset by
achieving a higher Dice score for scar than the inter-
observer variation of manual scar segmentation.

2. State of the art

2.1. Left Ventricular Blood Pool and Myocardium Seg-
mentation

Segmenting blood pool and myocardium is important
to accurately identify the extent of infarcted tissue and
quantify it. Several deep learning methods have been
proposed to segment ventricles and myocardium. Some
of these studies used only cine MR sequence. For in-
stance, Isensee et al. (2017) tackled the segmentation
problem using an ensemble of 2D and 3D Unet trained
on cine MR dataset called Automated Cardiac Diag-
nosis Challenge (ACDC) dataset 1. Using the same
dataset, Khened et al. (2019) used 2D Dense-Unet with
inception module to aggregate the features extracted

1https://www.creatis.insa-lyon.fr/Challenge/acdc/
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Figure 1: Illustrative example showing the three cardiac MR sequences. The red arrow in (a) LGE CMR and (b) T2 CMR indicate the presence of
scar and edema respectively. The red circles in (c) bSSFP CMR shows myocardial boundaries.

by different kernel sizes from the input image for ro-
bust segmentation in images with variable sized heart
shapes. To localize region of interest (ROI), Khened
et al. (2019) used basic image processing techniques
like Circular Hough Transform and Fourier analysis.
While a method proposed by Li et al. (2019) used 2D
FCN for ROI localization and another 2D FCN for seg-
mentation which is a multi-stage network. These meth-
ods achieved very high segmentation accuracy on ven-
tricles and myocardium. Despite the fact that bSSFP
CMR has clear myocardial boundaries, it is difficult
to get myocardial pathology information from it unlike
LGE CMR.

Using LGE CMR, Kurzendorfer et al. (2019) imple-
mented a multiscale fully convolutional neural network
with residual units and weighted cross-entropy loss
function to segment the left ventricles’s endocardium
and epicardium. As a post-processing technique, they
selected the largest connected component and estimated
a convex hull for the component in order to remove
small wholes. The myocardium segmentation result,
however, was relatively lower than the one that used
cine CMR. To take advantage of cine MRI, Wei et al.
(2011) and Tao et al. (2015) proposed to segment first
cine CMR images and then propagated the obtained
contours to LGE MRI through image registration. How-
ever, these methods require accurate registration be-
tween cine CMR and LGE CMR which can be chal-
lenging due to variation in image contrast and imaging
field-of-view between them.

There are also other methods which incorporate
shape prior and spatial prior. Oktay et al. (2018) pro-
posed a method to segment cardiac MR images us-
ing anatomically constrained neural networks (ACNN).
ACNN is a Unet based segmentation model which in-
corporates shape prior as regularization term. An au-
toencoder is trained first using ground truth images.
Then loss is calculated as a distance between the la-

tent space features generated from ground truth and pre-
dicted image. Similarly, Yue et al. (2019) proposed
a deep learning method which incorporates shape and
spatial priors. The main segmentation network was
similar to Unet. The network included shape prior by
adding a pretrained shape reconstruction neural network
as a constraint to regularize a segmentation result into
plausible shape. While the spatial constraint module
is added to bottleneck of segmentation network to pre-
dict the position of LGE MRI slice. This spatial prior is
added as a penalization of wrongly predicted spatial po-
sitions. Zotti et al. (2018)’s approach embedded cardiac
shape prior by concatenating the shape prior probability
map to the feature map located before the last convolu-
tion layer of the segmentation model. These approaches
improved myocardium segmentation result. However,
the addition of shape prior is computationally expen-
sive because the approaches require separately training
autoencoders and the segmentation networks.

2.2. Infarcted Myocardium Segmentation

Most scar segmentation studies can be categorized
into two main groups: non-deep learning based and
deep learning based methods. The non-deep learn-
ing based approaches are mainly focused on threshold-
ing and clustering. The threshold based approaches
exploit the enhanced intensity of the infarcted my-
ocardium compared with the healthy myocardium. The
threshodling method proposed by Amado et al. (2004)
is called full width at half maximum (FHFW). As its
name suggested, the threshold value is defined as the
half value of the infarcted myocardium’s maximum in-
tensity. Kim et al. (1999)’s method defined the threshold
as an intensity value n standard deviations higher than
the mean intensity of the healthy myocardium (nSD)
where n can be between 2 and 6. Both methods were
simple, however, they required manual interaction of
a user to determine region of interest that defines the
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threshold values. In clustering based approach, Hen-
nemuth et al. (2012) utilized a Gaussian mixture model
analysis of the myocardial intensities and used the inten-
sity threshold information for watershed segmentation.
Baron et al. (2013) adopted Fuzzy C-means Clustering
to segment scar by classifying the cluster probability of
myocardial intensities using fuzzy inference.

Recently, few studies have been proposed to seg-
ment scar using semi-automatic and fully-automatic
deep learning methods. Zabihollahy et al. (2018)
used manual segmentation for myocardium and then
2D Fully Convolutional Network to segment scar from
the myocardium. Moccia et al. (2019) proposed
semi-automatic and fully-automatic scar segmentation
method. Their semi-automatic approach, which man-
ually segments the myocardial region, performed bet-
ter than the one that uses automatic approach due to
the mediocre segmentation performance of the net-
work on myocardium. Another fully-automatic ap-
proach by de la Rosa et al. (2019) used a 2D Unet
based myocardium segmentation followed by a top-
hat transforms based coarse scar segmentation and fi-
nally a voxel classification of healthy and infarcted my-
ocardium. However, using morphological operation to
segment a scar can be unreliable particularly when the
images have heterogeneous intensity distribution and
motion artifact.

3. Material and methods

3.1. Dataset
The dataset used in this paper was Multi-sequence

CMR based Myocardial Pathology Segmentation Chal-
lenge (MyoPS 2020)2. It is part of Statistical At-
lases and Computational Modeling of the Heart (STA-
COM) 2020 workshop and Medical Image Computing
and Computer Assisted Intervention (MICCAI) 2020.
The dataset consists of three sequence CMR of 45
subjects diagnosed with myocardial infarction. From
the 45 subjects, 25 of them are used for training and
the rest for testing. The sequences are LGE CMR,
T2-weighted CMR and bSSFP cine sequence. LGE
CMR is a T1-weighted, inversion-recovery, gradient-
echo sequence. The bSSFP CMR is a balanced steady-
state, free precession cine sequence and T2 CMR is
a T2-weighted, black blood Spectral Presaturation At-
tenuated Inversion-Recovery (SPAIR) sequence. The
three sequences were breath-hold and scanned at end-
diastolic phase. They were also acquired in the ven-
tricular short-axis views. The typical parameters of the
three sequences are summarized in Table 1.

According to the organizers of the challenge, the
dataset was manually annotated by three independent

2http://www.sdspeople.fudan.edu.cn/zhuangxiahai/

0/myops20/

observers and the final ground truth was achieved by av-
eraging the three manual delineations using shape based
approach (Zhuang, 2016, 2018). In addition, they regis-
tered the three CMR sequeces into a common space and
an average spatial resolution of 0.75 x 0.75mm using
multivariate mixture model (MvMM) method (Zhuang,
2018). MvMM is a method proposed by Zhuang (2018)
for simultaneous registration and segmentation of multi-
source images.

All images have annotation for right ventri-
cle, left ventricle, myocardium, scar, edema and
scar+edema. According to the organizers of the chal-
lenge, scar+edema is the infarcted myocardium which
considers scar and edema as one class. For this task, we
focused on segmentation of all except right ventricle be-
cause right ventricle does not have enough pathological
information about scar compared to left ventricle and
myocardium.

As a pre-processing step, the intensity of every pa-
tient image is normalized to have zero-mean and unit-
variance. The dataset is already registered, as men-
tioned before. However, there are slight variations of
spatial resolution among the patients (0.72 - 0.76 mm).
To account for this, all patients were re-sliced to have
the same spatial resolution of 1.0×1.0 mm. The z spac-
ing of the voxel spacing is not changed.

3.2. Proposed Pipeline

The proposed pipeline consists of data pre-processing
and deep learning based region of interest extrac-
tion, myocardium and scar segmentation (Fig. 2).
In our approach, a cascaded segmentation network
consisting of three FC-Densenet with Inception and
Squeeze-Excitation module (Cascaded FCDISE) were
used to extract the region of interest and then seg-
ment myocardium and finally segment scar from the
pre-segmented myocardial region. The segmentation
network architecture used for the three tasks are al-
most the same. The only differences are the number
of pooling/upsampling layers and their weights as they
are trained independently. The segmentation network is
based on 2D convolution operations.

3.2.1. Network Architecture
The proposed method is based on FC-Densenet

(Jégou et al., 2017). To enhance FC-Densenet’s per-
formance, we incorporated two important modules: SE
blocks and inception module. We named the proposed
segmentation network FCDISE.

One of the problems with very deep neural networks
is vanishing gradient. To alleviate this problem, many
novel architectures has been proposed. Densely Con-
nected Convolutional Network (DenseNet), which is
proposed by Huang et al. (2017), is one of them. This
network was designed to address the problem of vanish-
ing gradient by directly connecting each layer to every
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Table 1: MRI parameter setting for bSSFP, LGE and T2 CMR sequences

Parameter bSSFP LGE T2

TR/TE 2.7/1.4 ms 3.6/1.8 ms 2000/90 ms

Slice Thickness 8-13 mm 5 mm 12 - 20 mm

In-plane resolution 1.25 x 1.25 mm 0.75 x 0.75 mm 1.35 x 1.35 mm

Figure 2: Proposed pipeline. FCDISE-ROI: segmentation network used for ROI extraction, FCDISE-MYO: segmentation network used for
myocardium segmentation, FCDISE-Scar: segmentation network used for scar segmentation.

other layer in a feed-forward fashion. For each layer,
the feature-maps of all preceding layers are used as in-
puts, and its own feature-maps are used as inputs into
all subsequent layers. Unlike residual neural networks
(ResNets), the feature maps received from previous lay-
ers are concatenated not summed. Densenet also has
other advantages like strong feature propagation, fea-
ture reuse and reduced number of parameters (Huang
et al., 2017).

Jégou et al. (2017) extended Densenets to deal with
semantic segmentation task. Densenets are good fit for
semantic segmentation because they have skip connec-
tions and multi-scale supervision by design. But di-
rectly extending Densenet as Fully Convolutional Net-
work (FCN) will lead to feature map explosion in the
decoder part. To mitigate this problem, only the features
maps created by the preceding dense block are upsam-
pled. Like FCN, skip connections are used to transfer
the higher resolution information from encoder to de-
coder (Jegou et al., 2017).

Similar to FC-Densenet, our network architecture
consists of downsampling path, upsampling path and
skip connections. The downsampling path is composed
of dense blocks and transition down layers as shown in
Fig. 3. The upsampling path also has dense blocks and
transition up layers. In the dense block, each layer re-
ceives feature maps from all preceding layers and for-
wards its feature map to all subsequent layers as shown
in Fig. 4 (a). Each dense block layers are made up of
Batch Normalization, rectified linear unit (ReLU) acti-
vation function, 3 × 3 convolution and drop out with
probability 0.2 as shown in Fig. 4 (b). Transition down
is composed of Batch Normalization, ReLU activation
function, 1×1 convolution, drop out with probability 0.2
and 2 × 2 max-pooling layer with stride 2 to downsam-
ple the feature maps into latent space (Fig. 6 (a)). From

the latent space, transition up recovers the input spatial
resolution by upsampling the feature maps using 3 × 3
transposed convolution with stride 2 (Fig. 6 (b)). Skip
connections are used to concatenate the feature maps
from downsampling path to the corresponding feature
maps in the upsampling path.

SE block is used to model channel relationships and
channel inter-dependencies. It can also be regarded as
self-attention on the channels. SE block consists of
global average pooling and fully connected (FC) lay-
ers. It has ”squeeze” and ”excitation” step. In ”squeeze”
step, it squeezes global spatial information into channel
descriptor (channel-wise statistics) using global average
pooling across the spatial dimension. The ”excitation”
step is intended to fully capture channel-wise dependen-
cies. It maps the output of ”squeeze” step to a set of
channel weights using two FC layers and channel-wise
scaling (Hu et al., 2018).

There are different varieties of SE block. The most
common ones are SE-Inception module and SE-ResNet
module. In the latter one, the SE block’s output is taken
to be the non-identity branch of a residual module as de-
picted in Fig. 5 (a). For our model, SE-ResNet module
was used.

SE block can be integrated into network architecture
in several ways. We decided to incorporate SE blocks
only in the skip connections after experimenting SE
block usage at different positions of the network. As
shown in Fig. 3, the SE module in our network re-
ceives the feature maps from encoder and then recali-
brates the feature maps before concatenating them to the
corresponding feature maps in the decoder. The module
helps the decoder to receive refined feature maps.

The second module integrated to FC-densenet is in-
ception module (Szegedy et al., 2016). Inspired by
Khened et al. (2019), the inception module is incorpo-
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Figure 3: Proposed network architecture (FCDISE)

rated at the beginning of the network. Inception mod-
ule similar to Densenets were introduced to mitigate
the vanishing gradient problem of bigger and wider net-
works. Szegedy et al. (2016) proposed a new approach
of creating deep networks which keeps the computa-
tional budget constant using a sparsely connected net-
work architecture.

Inception module has two common versions. The
naive version which is composed of multiple parallel
layers such as 1x1 Convolutional layer, 3x3 Convolu-
tional layer and 5x5 Convolutional layer with their out-
put filter maps concatenated into a single output vector.
The second version introduces a dimensionality reduc-
tion layer, 1x1 convolutional layer, before applying any
other layer. As can be seen from Fig. 5 (b), the incep-
tion module in our network is a bit modified from the
naive inception layer as it contains only three kernels
(3x3, 5x5 and 7x7 kernels) and their output is summed
instead of concatenated because summation yielded bet-
ter results.

The reason we used inception module as first layer of
the network is to extract multi-scale features simultane-
ously from the input image using different sized kernels
and to send the aggregated features to the next layer of
the network. This is helpful because heart size varies
from one patient to another and even in one patient there
is variation of size from apex to base. The different sized
kernels in the inception help to capture the relevant fea-
tures from the input image irrespective of the size of the
heart.

The segmentation network used to detect ROI is
called FCDISE-ROI. It has 5 pooling layers. For
myocardium and scar segmentation, we employed
FCDISE-MYO and FCDISE-Scar respectively. Both of
them have 3 pooling layers.

3.2.2. Region of Interest (ROI) Detection
The first stage in the proposed pipeline is ROI extrac-

tion. In the full size cardiac MR images, the heart covers
very small part of the image. Due to this, it is necessary
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Figure 4: Diagram of (a) dense block and (b) a layer in dense block
used in our proposed model

Figure 5: Diagram of (a) Squeeze-Excitation block and (b) Inception
module employed in our model

to extract a region of interest around the ventricles be-
fore proceeding to the next stages in the pipeline. Our
ROI extraction method is done by first segmenting the
epicardial region from the full-size cardiac MR using
FCDISE-ROI. Then the center of the segmented epi-
cardial region is calculated. Finally, we applied center
cropping from the computed center of epicardial region
with a patch size of 96 × 96. This particular size is cho-
sen after taking into consideration the largest diameter
of epicardium from the training set images.

This method places the ventricles in the center of the
cropped region. This has three advantages for the next
stages in the pipeline. It reduces the false positives
and alleviates the class imbalance between the back-
ground and the ventricles/scar classes. Furthermore, it
decreases the computation time as the size of input im-
ages are decreasing.

3.2.3. Myocardium and Left Ventricle Segmentation
The second stage in the proposed pipeline is my-

ocardium and left ventricular blood pool segmentation.
The inputs to FCDISE-MYO are output of ROI detec-
tion stage which are 2D slices of size 96 x 96. When we
used input size 96 x 96 with our segmentation network
which has 5 pooling layers, the latent space feature map
size becomes very small which makes reconstruction of
the segmentation map difficult. To avoid this problem,
we reduced the number of pooling layers in the network
from 5 to 3. That is why FCDISE-MYO has 3 pooling
layers.

3.2.4. Scar Segmentation
Scar segmentation stage is very similar to my-

ocardium segmentation stage except for the input im-
age. The input image here contains only the pre-
segmented epicardial region, the region which includes
left ventricular blood pool and myocardium. As my-
ocardium segmentation may not be perfect, we also in-
cluded the surrounding area near the epicardium border
by applying dilation on the pre-segmented epicardial re-
gion with a rectangular structuring element of size 5 x 5.
The input image size is 96 x 96 but contains only back-
ground pixels and the pre-segmented region. The seg-
mentation network used in this stage is FCDISE-Scar,
which is similar to the previous stage’s segmentation
network.

As a post-processing step, we applied 2D connected
component analysis and morphological operations like
dilation and erosion to the segmented image to further
improve the segmentation result and reduce outliers.

3.2.5. Loss Function
As an objective function, we proposed a dual loss

function which is a weighted combination of logarith-
mic Dice loss (Wong et al., 2018) and region mutual
information (RMI) loss (Zhao et al., 2019).

Logarithmic Dice loss (log Dice loss) is known for
its robust performance on small structures (Wong et al.,
2018). Compared to linear Dice loss, it focuses more on
less accurate classes. Log Dice loss is computed as the
mean value of the natural logarithm of the Dice coeffi-
cient as stated in Eq. 1. It also introduces an exponent
γ that controls the non-linearity of the loss function.
When γ > 1, the log Dice loss focuses even more on the
less accurate classes. If the non-linearity is 0 < γ < 1,
the loss works better because it supports improvement
at both low and high accuracy. To improve the segmen-
tation of small structures like scar and edema, we chose
a logarithmic Dice loss.

The second loss function used is region mutual in-
formation loss. Unlike pixel-wise loss, RMI loss takes
into account the dependencies among the pixels. Each
pixel in an image is represented by the pixel itself and
its neighbouring pixels. In other words, the pixel will be
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Figure 6: Diagram of (a) transition down layer and (b) transition up
layer used in our proposed model

represented by multi-dimensional point and the image
will be a multi-dimensional distribution of these points.
Maximizing the mutual information between the multi-
dimensional distributions of the ground truth and pre-
dicted image will result in high order consistency be-
tween these two images. One of the metrics used for im-
age similarity is mutual information. However, analysis
of multi-dimensional distribution of an image is difficult
due to pixels dependence. This makes calculation of
mutual information complex. Instead, the authors used
a lower bound of MI because increasing this value re-
sults in increasing the real value of mutual information
(Zhao et al., 2019).

This loss function captures the structural differences
between the shapes of predictions and ground truth. It is
also helpful in identifying pixel whose visual evidence
is weak or when the pixel belongs to objects with small
spatial structures (Zhao et al., 2019). This makes it ideal
for myocardium and scar segmentation.

From Eq. 2, Y is multi-dimensional distribution of
the ground truth and P is multi-dimensional distribution
of the predicted image. ΣY |P is the posterior covariance
matrix of Y given P and det() is determinant of the ma-
trix. I(Y; P) is a lower bound of the mutual information.
Then the total RMI loss is computed as a combination of
the pixel-wise cross entropy loss (LCE) and lower bound
MI as stated in Eq. 3. In this equation, B and C repre-
sent mini-batch size and number of classes respectively.

To take advantage of both log Dice loss and RMI loss,
we used a weighted combination of these two losses as
our objective function as stated in Eq. 4, where λDice and

λRMI are the weighting factors for log Dice loss (LDice)
and RMI loss (LRMI) respectively.

LDice = E[(−ln(Dicei)γ] (1)

I(Y; P) = −1
2

log((2πε)ddet(ΣY |P)) (2)

LRMI = LCE +
1
B

B∑

b=1

C∑

c=1

(−I(Y; P)) (3)

LTotal = λDiceLDice + λRMI LRMI (4)

3.2.6. Training
The three segmentation networks in the pipeline are

trained independently. The weights are initialized us-
ing He normal initialization method (He et al., 2015).
The optimization of the weights are done using Adam
optimizer with learning rate of 0.001. The mini-batch
size was 16. The model was trained for 80 epochs.
We empirically selected a weighting factor of 0.8 for
log Dice loss and 0.2 for RMI loss after experiment-
ing with different weighting factors. For log Dice loss,
a non-linearity of 0.3 was used. The frameworks used
to implement the model and the code are PyTorch and
Python.

In order to avoid over-fitting, we have adopted three
techniques: dropout, early stopping and weight regu-
larization. Dropout is a regularization technique where
randomly selected neurons are dropped during training.
The ignored neurons will not have contribution during
a forward and backward pass. Dropout reduces overfit-
ting by preventing complex co-adaptations on training
data. In our model, we used a dropout with probability
of 0.2.

When training the network, usually in the beginning
the training and validation loss decreases. After some
epochs, the training loss will still decrease but the val-
idation loss will eventually go up. This will result in
overfitting. To monitor this, we used early stopping. So
when the validation loss starts increasing the training
will be stopped after particular number of epochs (pa-
tience). In our experiments, the patience for the early
stopping was 10 epochs.

The third technique is weight regularization. This up-
dates the cost function by adding a regularization term.
In case of L2 regularization (weight decay), it is the sum
of the square of the weights. This regularization forces
the weights to decay towards zero but not zero. The reg-
ularization term has a hyper-parameter called lambda
which controls the relative contribution of the regular-
ization term to the cost function. We used L2 regular-
ization with lambda hyper-parameter set to 1e − 8.

4. Results

To evaluate the segmentation results, we used Dice
coefficient, Hausdorff distance (HD), sensitivity and
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specificity metrics. Dice coefficient measures the simi-
larity of two images. It is calculated as the size of the
overlap between segmented image and ground truth di-
vided by the total size of the two images as defined in
Eq. 5. In this equation, Y and P represent the ground
truth image and the predicted image respectively. This
measures the overall quality of a segmentation. Sen-
sitivity measures the percentage of pixels of pathology
area that are correctly segmented as pathology (Eq. 6).
While specificity measures the percentage of pixels of
non-pathology area that are truly segmented as non-
pathology (Eq. 7). In Eq. 6 and 7, T P is true positive
pixels, FN is false negative pixels, T N is true negative
pixels and FP is false positive pixels. Dice coefficient,
sensitivity and specificity are used to evaluate both scar
and myocardium segmentation results.

Hausdorff distance is the greatest of all distances
from a point in one set to the closest point in the other
set. This metrics focuses on outliers. Hausdorff distance
metric (2D) is used to evaluate myocardium segmenta-
tion result. Calculating Hausdorff distance for scar and
edema can be difficult because they are dispersed re-
gions.

Dice =
2|Y ∩ P|
|Y | + |P| (5)

S ensitivity =
T P

T P + FN
(6)

S peci f icity =
T N

T N + FP
(7)

To evaluate our models, we employed a five fold
cross-validation as well as train-validation-test evalua-
tion methods. For the latter method, from a total of 25
subjects, 17 were used for training, 3 for validation and
5 for test.

4.1. Myocardium and Left Ventricle Segmentation

The proposed method yielded a Dice score of 0.872
and Hausdorff distance (2D) of 3.392 mm on my-
ocardium (MYO) segmentation and a Dice score of
0.921 and Hausdorff distance (2D) of 2.577 mm on left
ventricle (LV) segmentation (Table 2).

Table 2: Myocardium and left ventricle segmentation result of the
proposed method

Metrics LV MYO

Dice 0.921 ± 0.041 0.872 ± 0.041

HD(mm) 2.577 ± 0.578 3.392. ± 0.514

Specificity 0.978 ± 0.016 0.949 ± 0.022

Sensitivity 0.939 ± 0.058 0.876 ± 0.058

Accuracy 0.971 ± 0.013 0.931 ± 0.019

The inter-observer variation of manual segmentation
of MYO are Dice scores of 0.757, 0.824 and 0.812
for LGE, T2 and bSSFP respectively. Comparing to
our model’s performance on each CMR separately, our
method yielded Dice scores of 0.771, 0.798 and 0.854
for MYO using LGE, T2 and bSSFP sequences respec-
tively. This result was on average better than the inter-
observer variation. Besides, the Dice score of MYO in-
creased to 0.872 when we combined the three modali-
ties as an input to our method.

To evaluate the effect ROI in our pipeline, we com-
pared the results with and without ROI. When we di-
rectly segment heart from the full-sized cardiac MR,
our method yielded Dice scores of 0.905 and 0.853 for
LV and MYO respectively. However, when we em-
ployed ROI, our method achieved an improved Dice
score of 0.921 for LV and 0.872 for MYO. Moreover,
the obtained Hausdorff distance was on average 0.22
mm lower than the one that did not use ROI.

Table 3 quantitatively compares the proposed loss
with the conventional loss functions such as cross-
entropy loss, Dice loss, logarithmic Dice loss. The
proposed loss outperformed the other loss functions by
achieving the highest Dice score in both LV and MYO.
To better investigate the qualitative performance of the
loss functions, we selected a typically challenging im-
age which has scar tissue, as depicted in Fig. 7. The
proposed loss produced robust segmentation result.

Table 3: Quantitative comparison of loss functions using Dice score

Loss Function LV (Dice) MYO (Dice)

Cross-entropy 0.905 ± 0.067 0.849 ± 0.086

Dice Loss 0.903 ± 0.073 0.858 ± 0.067

Log Dice Loss 0.909 ± 0.056 0.865 ± 0.054

Proposed Loss 0.921 ± 0.041 0.872 ± 0.041

4.2. Scar Segmentation

The performance of the proposed method in scar,
edema and scar+edema segmentation is presented in Ta-
ble 4. Note that scar+edema considers scar and edema
as one class. Having one class can be helpful to evalu-
ate the model’s performance on detecting the infarcted
myocardium in general instead of dividing the infarcted
region into scar and edema. Our method performed well
on infarcted myocardium (scar+edema) segmentation.
However, our model’s performance decreased a little bit
when separately segmenting scar and edema.

Similar to myocardium segmentation, we studied the
effect of using single modal CMR and multi-modal
CMR as shown in Fig. 8. Comparing the three modali-
ties, using only LGE CMR achieved the best Dice score
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Figure 7: Qualitative comparison of loss functions on a typically challenging image. Note that the results are before post-processing. Myocardium
(green) and left ventricle (yellow).

for scar (0.603) whereas using only T2 CMR yielded the
best result for scar+edema (0.644). When we combined
the three modalities, the Dice score of scar slightly in-
creased to 0.604 while that of scar+edema significantly
increased to 0.687.

Figure 8: Comparison of different cardiac MR sequences performance
on scar and scar+edema segmentation. Where LGE is late gadolinium
enhancement cardiac MR and T2 is T2-weighted cardiac MR. Cine is
bSSFP cine sequence and LGE-T2-Cine is multi-modal image con-
sisting of LGE, T2 and bSSFP sequences.

Comparing the performance of the loss functions on
the segmentation of scar and edema, the proposed loss
outperformed the conventional loss functions. Cross-
entropy loss yielded Dice scores of 0.527 for scar and
0.567 for scar+edema whereas Dice loss achieved Dice
scores of 0.543 for scar and 0.575 for scar+edema. Log
Dice loss, compared to the first two losses, provided bet-
ter result for both scar (0.588) and scar+edema (0.606).
When we combined RMI loss with log Dice loss, the
segmentation result of scar increased a little bit to 0.604
while the improvement for scar+edema was substantial
as it enhanced the Dice score from 0.606 to 0.687.

4.2.1. Ablation Study
To evaluate the effect of addition of inception and

SE module to FC-Densenet, we compared the proposed
method with FC-Densenet and FC-Densenet with only
SE module (FCDensenet SE). As presented in Table 5,
the baseline model (FC-Densenet) achieved comparable
result in scar but failed in Edema. Adding SE blocks
to the baseline substantially improved the segmentation
accuracy (Dice score) for scar+edema by nearly 10%.
While the proposed method, which adds both SE block
and inception module to the baseline, improved the Dice
value for scar+edema achieving a 14% increase com-
pared to the baseline. The improvement is also demon-
strated in the qualitative result as can be seen from Fig.
9. Comparing their distribution in Fig. 10, the proposed
method has on average the lowest Dice variance among
the three methods.

4.2.2. Comparison with Alternative Methods
We compared our proposed method with three other

methods which employed the same pipeline that is a cas-
caded three networks. The segmentation networks used
in place of FCDISE are Unet (Ronneberger et al., 2015),
Attention-Unet (Oktay et al., 2018) and Res-Unet. Unet
is one of the most commonly used segmentation net-
works for medical images. Attention-Unet is a standard
Unet with attention gate which recalibrate feature maps
spatially. Res-Unet is also a Unet with residual encoder
and decoder.

The comparison was done both qualitatively and
quantitatively, as shown in Fig. 9 and Table 5 respec-
tively. Unet has good result on scar but its performance
decreased on edema. While Res-Unet did not perform
well on both scar and edema. Observing their distri-
bution on Fig. 10, Unet and Attention-Unet have sim-
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Table 4: Scar, edema and scar+edema segmentation result of the proposed method

Metrics Scar Edema Scar+Edema

Dice 0.604 ± 0.167 0.488 ± 0.172 0.687 ± 0.072

Specificity 0.977 ± 0.092 0.967 ± 0.112 0.962 ± 0.081

Sensitivity 0.627 ± 0.128 0.457 ± 0.125 0.739 ± 0.094

Accuracy 0.959 ± 0.093 0.946 ± 0.113 0.941 ± 0.098

Table 5: Dice score comparison of various methods for scar and scar+edema segmentation

Methods Scar (Dice) Scar+Edema (Dice) No of Parameters

Unet 0.577 ± 0.095 0.558 ± 0.131 0.84 million

Attention-Unet 0.566 ± 0.144 0.610 ± 0.118 2.6 million

Res-Unet 0.535 ± 0.176 0.560 ± 0.284 6.7 million

FCDensenet 0.579 ± 0.148 0.540 ± 0.229 0.65 million

FCDensenet SE 0.584 ± 0.181 0.640 ± 0.134 0.68 million

Proposed method 0.604 ± 0.167 0.687 ± 0.072 0.69 million

ilar or lower variance in comparison with the proposed
method, while Res-Unet has the highest Dice score vari-
ance.

As shown in Table 5, we also compared the number
of trainable parameters. The ones that use dense blocks
have the lowest number of parameters. FC-Densenet
has the fewest number of parameters which is 0.65 mil-
lion. The proposed method has 0.69 million parameters.
While Res-Unet has the highest number of parameters
which is 6.7 million.

5. Discussion

In this paper, we evaluated our proposed pipeline and
segmentation network on multi-sequence cardiac MR
dataset which has LGE, T2 and bSFFP CMR images.
The MyoPS 2020 challenge dataset is very small and
has poor quality (lots of motion artifact). This makes
deep learning based segmentation difficult. To solve the
problem, we proposed a method which cascaded three
segmentation networks. The first one is aimed at a ro-
bust ROI detection that reduces the false positives as
well as mitigates the class imbalance between the back-
ground and the ventricle classes. The second network
is focused on accurate segmentation of myocardium
which is important for the next stage in the pipeline. The
third network segments scar from the pre-segmented
myocardium. The segmentation network used is FC-
Densenet with Inception and Squeeze-Excitation mod-
ules.

As mentioned in Section 2.2, one of the main prob-
lems for fully-automatic scar segmentation was the
mediocre segmentation performance of the models on
myocardium. There are many reasons for this. The
main reason can be due to the fact that most of these
studies used only LGE CMR. LGE CMR can visual-
ize myocardial scar better than other CMR modalities
but the intensity range of myocardium in LGE CMR
overlaps with its surrounding resulting in blurry my-
ocardial boundaries. This makes myocardium segmen-
tation from LGE CMR a difficult task. The use of multi-
sequence CMR which includes LGE, T2 and bSSFP
CMR addresses this issue as bSSFP CMR has clear
myocardial boundaries resulting in higher segmentation
performance in myocardium.

Assessing the inter-observer variation of manual scar
segmentation, there was low agreement between the ob-
servers for scar in terms of Dice score showing the dif-
ficulty of the task and the discrepancy to identify the
infarcted myocardium. In spite of this, our method
achieved a higher Dice score on scar than the inter-
observer variation. There are many reasons for this.
One of them can be the high segmentation accuracy
of our method on myocardium and left ventricle which
leads to better segmentation performance on scar.

Comparing the CMR modalities, the multi-modal in-
put has better segmentation performance than single se-
quence inputs. The bSSFP CMR has accurate informa-
tion about the ventricles and myocardium compared to
the other two modalities. While LGE and T2 CMR
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Figure 9: Qualitative comparison of different models on scar (yellow) and edema (green) segmentation.

Figure 10: Dice score distributions of different models for scar and
scar+edema segmentation.

have superior results on scar and edema respectively.
The bSSFP sequence’s segmentation performance on
both scar and edema was inferior compared to the other
two CMR sequences. This can be due to the fact that
bSSFP CMR has less information about scar and edema.
Combining the three CMR modalities improved the seg-
mentation accuracy of the heart structures as well as
scar/edema. This was expected as the three sequences
(bSSFP, LGE and T2) have complementary informa-
tion.

Regarding the use of ROI, the pipeline with ROI
achieved better result in terms of Dice score and HD.
This shows how extracting ROI can improve the result
by reducing the false positives and mitigating the class
imbalance problem between the background and ventri-
cle classes. In addition, it decreased the training and in-
ference time due to the significantly reduced input sizes.

Experiments comparing the proposed loss with the
conventional loss functions indicated a superior seg-
mentation performance of the proposed loss in both LV
and MYO. The conventional loss functions particularly
failed because they segmented the scar as blood pool in-
stead of MYO (middle slice in Fig. 7). Here is when
the addition of RMI loss becomes very handy. Be-

cause RMI loss takes into account the pixel dependen-
cies unlike the pixel-wise losses. This helps the model
to achieve high order consistency between the predic-
tion and ground truth.

As in the case of MYO and LV segmentation, the
proposed loss also outperformed the conventional loss
functions in scar and edema segmentation. Log Dice
loss’s result on scar was good but its result on edema
was mediocre. Similarly, the addition of RMI loss to
log Dice loss improved the segmentation results partic-
ularly that of edema.

The proposed loss function’s robust segmentation
performance on scar/edema and myocardium verified
the benefit of combining log dice loss with a loss func-
tion that considers the dependencies among the pixels.
To the best of the authors’ knowledge, this is the first
time a region mutual information loss is being used in
medical image segmentation. Due to its promising seg-
mentation performance, it can be employed in the seg-
mentation of medical organs whose pixels have weak
visual evidence.

In the ablation study, the proposed model yielded
higher Dice coefficient than FC-Densenet and FC-
Densenet with only SE. From Fig. 9, it can be observed
that the proposed method has comparatively better per-
formance at detecting different sized scars. This showed
the benefit of the extracted multi-scale features from the
input image and confirmed the advantage of the incor-
porated SE block. Our method achieved this enhance-
ment with minimal computational overhead.

When comparing FCDISE with other similar seg-
mentation networks, Res-Unet had the worst segmen-
tation performance (Table 5). This is because it over-
fitted on the small dataset (25 cases). Both Attention-
Unet and FCDISE which use attention on feature maps
achieved better result on scar+edema than the ones that
did not use. This demonstrated the benefits of recali-
brating feature maps spatially or channel-wise on help-
ing the model to increase its focus on scar and edema.
However, when Attention-Unet is compared to the pro-
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posed method, our method achieved more accurate seg-
mentation performance in both scar and scar+edema.
Besides, the proposed method is robust at detecting scar
at different heart positions and has less false positive
cluster of scar compared to the other methods.

In Table 5, we also compared the number of train-
able parameters. The ones that use dense blocks have
the lowest number of parameters because Densenet en-
courages feature reuse which substantially reduces the
number of parameters. Besides, our method is ideal on
tasks with smaller training set sizes like MyoPS 2020
because the dense connections in the network have a
regularizing effect which reduces overfitting.

The proposed framework has some limitations. In-
accuracies in the ROI stage or in the myocardium seg-
mentation stage can adversely affect the segmentation
accuracy of scar because our proposed pipeline uses a
cascaded network to segment scar. Deep learning based
ROI extraction increases the detection accuracy, how-
ever, it can slows down the segmentation speed com-
pared to the one that employs conventional computer
vision techniques like Circular Hough Transform.

6. Conclusions

In this paper, we proposed a deep learning based
fully-automatic myocardial scar segmentation method
from multi-sequence cardiac MR images. Our method
employs three cascaded segmentation networks to first
extract ROI then segment myocardium and finally
use the pre-segmented myocardium to segment scar
and edema. Each segmentation network used FC-
Densenet with Inception and Squeeze-Excitation mod-
ule (FCDISE). The SE blocks are incorporated in the
skip connections and the inception module is added in
the initial layer of the network to concatenate different
field-of-views of image features. We demonstrated that
adding these two modules to FC-Densenet substantially
improves the segmentation result with little computa-
tional overhead. Compared to other similar networks,
our method is better at locating different size scar and
edema, and performs well on small training set. Fur-
thermore, we showed that region mutual information
loss combined with logarithmic Dice loss achieves high
order consistency between the prediction and ground
truth. It can also be of great interest for segmentation
of medical organs whose pixels have weak visual evi-
dence.

Despite having a very challenging dataset, our ap-
proach yielded very good result on the test set achiev-
ing an average Dice score of 0.590 for scar and 0.686
for scar+edema which is higher than the inter-observer
variation of scar segmentation 0.524 (Dice score of
scar). Future work will aim in using multi-planar net-
work that will include sagittal, coronal and axial views
to further improve the segmentation result.

Finally, this paper has been accepted for publication
at Statistical Atlases and Computational Modeling of
the Heart (STACOM) workshop which is part of Medi-
cal Image Computing and Computer Assisted Interven-
tion (MICCAI) 2020.
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Abstract

In medical imaging, image registration is a crucial step for many clinical tasks. 2D-3D registration consists of aligning
a pre-operative 3D volume and live 2D X-ray images to the same coordinate frame. 2D-3D registration is used in
guiding minimally invasive interventions, quantitative measures of relevant anatomical parts or pre-processing for
segmentation. One of the main problems in image registration is the initial displacement position between the two
images to register. This work attempts to solve this initial alignment problem employing a state of the art Point-Of-
Interest network for tracking a set of matching points between a CT image and a X-ray image. The experiments
show the potential of the proposed method in finding the correspondence between 2D and 3D points (X-ray and CT
respectively), decreasing the target registration error from around 10 mm to 1.42 mm, when only a small dataset (one
patient) is used for training and validation. Yet the decrease in performance for more diverse data indicate that larger
training datasets are required for a more effective and robust registration approach.

Keywords: 2D/3D rigid registration, convolutional neural network, point tracker, image-guided intervention, CT,
fluoroscopy

1. Introduction

Convolutional Neural Networks (CNN) have shown
a huge success in different tasks such as medical image
segmentation and classification problems (Tajbakhsh
et al., 2020) (Litjens et al., 2017). However, compar-
atively less studies have been reported on their used for
medical image registration tasks until recent years (Fu
et al., 2020).

Image registration consists of aligning two or more
sources of data to the same coordinate frame. In medi-
cal imaging, image registration is crucial for many clin-
ical tasks, including guiding minimally invasive inter-
ventions, quantitative measures of relevant anatomical
parts or pre-processing for segmentation. Depending on
the dimension of the reference and target data, registra-
tion methods are divided into 3D to 3D, 2D to 2D and
2D to 3D (Fu et al., 2020). This work is focused on 2D
to 3D registration.

Registration of 2D-3D data is one of the key tech-
nologies for image-guided radiation therapy, radio-
surgery, minimally invasive surgery, endoscopy, and in-
terventional radiology (Markelj et al., 2012).

Generally, 3D modalities such a Magnetic Resonance
(MR) or Computed Tomography (CT) imaging are used
in clinical diagnosis and treatment planning, but their
use as intra-operative imaging modalities has been lim-
ited, meanwhile 2D data, such as ultrasound or X-ray
fluoroscopy, is mostly used for guiding interventions
(Penney et al., 1998). These 2D modalities are “real-
time”, but have limited spatial information and a num-
ber of important anatomical features can not be well vi-
sualized.

To solve this issue and take benefit of the spatial and
anatomical information of CT images during interven-
tional procedures, 2D/3D image registration methods
are used. The objective is to bring the pre-operative 3D
data and intra-operative 2D data into the same coordi-
nate system through a transformation, i.e., rigid, affine,
projective or non-rigid.

In 2D-3D registration, the use of CT images as pre-
operative data has an advantage when X-ray or fluoro-
scopic images are the target 2D modality, due to the
possibility of projecting them into a 2D image plane as
digitally reconstructed radiographs (DRRs) (Sherouse
et al., 1990). The DRRs are normally created by ray
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Figure 1: DRR generation by ray casting

casting, where the CT voxels intensities along each ray
are summed and projected onto a 2D image (Figure 1).
This projection has a similar appearance to X-ray im-
ages which facilitates solving the registration problem.

Before the appearance of deep neural networks, a
large number of papers in conventional 2D-3D regis-
tration have been published. A review of these different
methods can be found in Markelj et al. (2012). Regard-
ing the nature of registration basis, the approaches can
be divided along extrinsic or intrinsic methods. Extrin-
sic methods register artificial objects such as implants
or markers, which makes the registration a simpler task,
but is invasive and time-consuming to set-up. Intrin-
sic registration consists in the alignment of anatomical
structures, which is a challenging task for multi-modal
images due to the nonlinear pixel relation, the computa-
tional cost of generating the DRRs and the initial dis-
placement position between the images (Akter et al.,
2015).

Focusing on intrinsic registration, they can be classi-
fied in two main groups: intensity-based and feature-
based approaches. Intensity-based methods compare
the information contained in pixel and voxels, and
feature-based methods try to minimize the distance be-
tween salient features like surfaces, contours or points,
which have been previously selected (Penney et al.,
1998). The feature based methods can be chosen to deal
with the problem of high misalignment in a initial step
as described in Akter et al. (2015). This initial regis-
tration is needed to avoid the method converging to a
local minimum when the proximity between the correct
position and the initial one is not enough (Liao et al.,
2019).

This work will asses the use of Convolutional Neural
Networks for the extraction of features providing corre-
spondence between X-ray images and DRRs (CT pro-
jections). The corresponding features can be used for
the estimation of rigid motions. This thesis is struc-
tured as follow: Section 2 provides a review of the State
Of The Art in medical imaging registration; Section 3
describes the material and the method used; Section 4

shows the experiments proposed and their correspond-
ing results; Section 5 contains the discussion of the
work; And Section 6 and 7 provide the limitations and
future works, and the conclusions of this work, respec-
tively.

2. State of the art

The use of deep learning-based methods has recently
gained importance in 2D-3D registration tasks. The
learning-based approaches in 2D-3D registration have
the objective of predicting 3D deformation from a pair
of X-ray and DRR images. In Miao et al. (2016) is em-
ployed CNN regressors to directly estimate the transfor-
mation parameters.

Jaderberg et al. (2015) introduced a learnable module
called spatial transformer network (STN), which can be
inserted into existing convolutional networks, and per-
forms a spatial transformation of the features in a net-
work which computes a specific task. Inspired by STN,
de Vos et al. (2017) presents a deformable image reg-
istration (DIRNet). This network is an unsupervised
learning network that can perform the registration using
the local deformation parameters predicted by a con-
volutional neural network. Although, they referenced
method such us 2D/3D registration, it was only applied
in 2D images and the authors only considered extend-
ing it to 3D images in the conclusion. Sheikhjafari et al.
(2018) proposed a different DIR network, which con-
tains a deep fully connected network to generate spatial
transformations. This approach attempts to maximize
the similarity metric between the 2D images based on
latent inputs initialized by random vectors.

The deformable image registration proposed by
de Vos et al. (2017), was extended later from 2D to 3D
images in de Vos et al. (2019). They presented a Deep
Learning Image Registration (DLIR) framework, which
exploits image similarity between pairs of 3D images
to train a convolutional network for hierarchical multi-
resolution and multi-level image registration.

Alternatively, there are methods which use reinforce-
ment learning to predict the best actions and estimate
the transformation. In Miao et al. (2018), the 2D-
3D registration has been formulated as a Markov De-
cision Process (MDP), where multi agents are trained
with a dilated Fully Convolutional Network (FCN) and
weighted by the corresponding confidence level, to take
the final action and drive the registration. To tackle
the image artifacts problem they used an auto-attention
mechanism to observe the regions with trusted visual
hints.

The goal in 2D-3D multi-modal registration is to de-
termine the spatial correspondence between the differ-
ent imaging domains. Thus, some works, such as Val-
madre et al. (2017) or Tustison et al. (2019) have used
Siamese networks, where both fixed and moving im-
ages are fed as a input of two identical branches, whose
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weights are shared. Also, in visual object tracking,
Siamese architecture has been utilized to calculate the
similarity between two input images and it has the abil-
ity to learn their discriminant features (Fiaz et al., 2019).

An alternative to directly registering the two images
is to establish a point-to-point correspondence between
multi-view or bi-planar X-rays and their corresponding
DRR images (Liao et al., 2019). This paper includes a
triangularization layer which projects the 2D estimated
points back into the CT image. Since the method re-
quires at least two X-rays from different views, this pa-
per use cone-beam CT (CBCT) images, which are re-
constructed from more than 700 X-ray images. This has
the advantage that pairs of images, with a known spa-
tial correspondence to the reconstructed CBCT volume,
can be selected from the acquired CBCT set prior to the
reconstruction and used for training. However these im-
ages will not be representative of typical fluoroscopic
images acquired in routine clinical practice.

Traditional CT is a common choice of pre-operative
image for a wide range of image-guided interventions.
So, this work is focused on Liao et al. (2019) approach
to tracking a set of interest points but using traditional
CT images and a single X-ray target image (only one
view) instead of CBCT (multi-view X-rays). The Liao
et al. (2019) paper has been selected in this work for the
following reasons. First, it gives a lot of details about
the approach, which makes its implementation straight
forward. Second, this method has improved the ro-
bustness and speed of the state-of-the-art optimization-
based approaches. Finally, as we commented before, it
can be adapted to different images modalities, such as
traditional CT, and applications such as image-guided
interventions for spine, vessels or organs.

3. Material and methods

3.1. Data
The data used in this 2D/3D registration is a com-

bination of cohorts obtained on three different occa-
sions. All CT and fluoroscopy data was provided by
Prof. Guiu, Centre Hospitalier Universitaire de Mont-
pellier (L’Hôpital Saint Eloi) for research purposes and
anonymised in accordance with a collaborative agree-
ment with Canon Medical Systems Corporation. The
data was acquired during a range of abdominal liver and
spine interventions and the complete dataset is formed
by 9 patients. Each patient normally have only one CT
and a certain number of different X-ray images, where
some of them are composed by multiple frames. In or-
der not to have similar X-ray frames, the frames where a
significant motion has occurred have been selected. So,
the pair of images in a patient will be between the same
CT and different X-rays or X-ray frames. In Figure 2
is possible to see some pair of samples from the dataset
given. In Table 1 is possible to see a summary of the
number of images content in each dataset.

Figure 2: Samples of the dataset. The numerated columns represent
different patients. A and B rows represent a pair of X-ray and DRR,
respectively.

Cohort Patients CTs X-rays X-ray frames
1 3 3 7 35
2 2 2 2 4
3 4 4 9 18

Total 9 9 18 57

Table 1: Summary of the cohorts and their images used to train this
network.

To validate the 2D-3D registration algorithm, it is
needed to calculate the ground truth. A first approach
was a manual labelling of a minimum of three cor-
responding landmark points on both sets of matching
scans (CT and X-ray). For this procedure, it has been
use a internal annotation tool, called TIARA, devel-
oped by Canon Medical Research Europe (CMRE), Ed-
inburgh, UK (Figure 3.1a/1b). However, this method in
some cases is not enough accurate due to the possible
mistake made when selecting the points. So, an alterna-
tive approach is the use of 3D road-map tool developed
by CMRE, which enables the user to translate, rotate
and control the transparency of a 3D spine model, that
comes from the CT image, over a X-ray image (Figure
3.2).

Due to the heterogeneity and the small size of the
dataset, to reduce the images variability and therefore
the complexity of the problem, it has been ruled out the
patients which do not satisfy some requirements. First,
the patients which do not present spine in their images
have been discarded; second, the patients whose images
are poor quality and finally, the patients whose ground
truth is insufficient accurate, have been subtracted from
the dataset. No other quality based selection criteria
were used to avoid biasing the algorithm performance.

Also, to increment the dataset it has been generated
an artificial data by applying perturbations to the DRR
images of the patient. However, for each CT, there is
a wide range (from 1 to 4) of associated number of
matching temporal X-rays sequences. Furthermore, for
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Figure 3: Annotation approaches. On the one hand, the manual la-
belling approach is represented in images 1a/b, which shows the cor-
responding landmark points (green points) in both images, slice of he
CT image(1a) and X-ray(1b). On the other hand, image 2 represents
the 3D road-map tool approach, where is possible to see the X-ray
image (gray) in the background and the 3D spine model (orange) over
it.

each temporal X-ray sequence there is an even wider
range from (1 to 11) of associated X-ray frames. This
data imbalance may lead our network to overfit towards
cases where there is a big amount of data. In an at-
tempt to avoid such biases, it is necessary to balance the
datasets as much as possible. To do this, data permu-
tations, which ensure a constant number of DRR/X-ray
pairs for each patient, have been introduced. Ideally,
each permutation will consist of:

1. Add a random transformation to the CT volume
and generate the corresponding DRR.

2. Add random noise to the DRR image.

As a result, all DRR images will be different every
time, with some repeats of the associated X-ray. To
train the method proposed, the perturbed images have
been generated with a maximum of ±10o of rotation off-
set and a 10 mm of translation offset which mimic the
movements of the patient may with respect to the oper-
ation bed.

3.2. Pre-processing
As previously mentioned, most 2D/3D registration

methods in the literature use simulated X-ray projec-
tion, generated from CT images, to enable comparison
with the target X-ray. Therefore a pre-processing step
has been used to get the CT projection into a 2D image
(DRR). The DRR images were generated by summing
the intensities along a ray cast through the CT volume,
which is a first approximation to the log-transformed,
linear attenuation of X-rays (assuming a monochro-
matic spectrum) captured in an X-ray or fluoroscopic
image, using Equation (1) (McKetty, 1998).

Figure 4: Overview of the proposed method.

I = Ioe−µx (1)

where Io = beam intensity at an absorber thickness of
zero, x absorber thickness, µ = attenuation coefficient
and I = beam intensity transmitted through an absorber
of thickness of x. So, the DRRs generated look similar
to X-ray images and ease the registration between them.

Another pre-processing step applied is to bring the
range of intensity values of all the images to a normal
distribution by a z-score normalization (Equation 2).

Z =
X − X̄
σ(X)

(2)

where the symbol σ corresponds to the standard devia-
tion and X̄ to the mean.

As we can appreciate in Figure 2 the background of
the images are different in terms of shape and intensity.
This can affects the normalization results. So, to solve
this problem, a mask has been generated which can en-
able the background to be ignored and thus, calculate
the mean and the standard deviation corresponding only
to the specific region where the image is.

3.3. Methodology
The objective of this work is to find the correspon-

dence between X-ray and DRR points by a point track-
ing approach. The proposed method is divided in two
main parts: 3D points selection and projection and a
point tracking network. An overview of the complete
approach is shown in Figure 4.

An initial step in the method is the 3D point selection
(previously discussed in Section 3), which later, will
take part in the training step of the network. Having
the DRR and X-ray pairs and the ground truth matrices,
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Figure 5: Point tracking approach. The different parts of the network are labeled from A to C. Label A represents Siamese architecture, label B,
the Feature Extraction Layer (FE Layer) and label C, the Tracking Point Convolutional Layer (TPConv).

the objective is select a set of 3D points from a CT im-
age and project them onto the corresponding DRR and
fluoroscopy images using the Equations (3).

p3D = V · v3D[
x′, y′, z′,w

]
= P · M · p3D

p2D =

[
x′

w
,

y′

w

] (3)

where V is a 4x4 matrix to convert the 3D points se-
lected from voxels coordinates (v3D) to millimeters
(p3D), P is used to project from 3D volume onto 2D
plane, M describes the spatial rotation, translation and
p2D is the 2D point projected in pixels. Those param-
eters are fixed for each pair of image. So, they are not
optimized during the training.

Once the 2D points have been obtained, next step
is the point tracking network, which is responsible
for finding the point-to-point correspondence between
DRRs and X-rays pairs. The network is fed with pairs
of DRRs and X-ray images (ID,IX) and the DRR coor-
dinate points previously projected (PD

1 ,PD
2 ,...,PD

n ). The
output of the network are the corresponding X-ray 2D
points as a heatmap (ĤX

1 ,ĤX
2 ,...,ĤX

n ). The structure of
this network is divided in three parts as in (Liao et al.,
2019): A siamese architecture and two custom layers,
feature extraction layer (FE) and tracking point convolu-
tional layer (TPConv). In Figure 5 is shown a overview
of the network.

3.3.1. Siamese Architecture
The siamese architecture consists of two parallel

branches, where each branch is a U-Net architecture and

whose weights are shared (Figure 6). This specific ar-
chitecture with shared weights is typically used to learn
similarity and dissimilarity between two images. Each
branch of the U-net is composed of a contracting path
or encoders and a expanding path or decoders, where
the first blocks capture the context in the image, and the
second blocks enable precise localization. Each pair of
encoder-decoder block is connected through a shortcut
or skip connection, which helps to train deeper networks
avoiding the vanishing problem. In each skip connec-
tion, the output of the encoding block is directly con-
nected to the decoding block. In Figure 6 is shown the
U-net architecture used in this project. This part of the
network extracts the feature maps at pixel-level with the
same resolution as the input image. So, if the input im-
age has a shape of MxNx1, the shape of the feature map
will be MxNxC where C is the number of channels, 64
for this network. As the Siamese network has one out-
put for the DRR branch and another one for the X-ray
branch, the feature maps extracted will be referred as
FMD and FMX , respectively (Figure 5.A).

3.3.2. Feature Extraction Layer
Once the feature maps have been obtained from the

Siamese network, the next step is to get a feature patch
for each DRR point (pD

i ) by the extraction of FMD at
pD

i . The result of this operation is a simple 1x1xC fea-
ture vector, which is not able to capture enough relevant
information. So, in order to obtain a more represen-
tative feature vector, the Feature Extraction Layer (FE)
not only extract each channel of FMD at pD

i , but also the
neighbouring channels of each point, which will change
the size of the feature patch from 1x1xC to KxKxC,
where K is the kernel or neighborhood size used. The
output, i.e. the feature patch, is denoted as FMD(pD

i )
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and an overview of this FE layer is shown in Figure 5.B.

3.3.3. Tracking Point Convolutional Layer
The aim of this Tracking Point Convolutional layer

(TPConv) is obtain a probability “heatmap” where the
value corresponds with the predicted X-ray point loca-
tion. In TPConv Layer, the feature patch previously ex-
tracted in FE layer is treated as a filter kernel in a con-
volution. Figure 5.C represents this layer.

To find the correspondence between the points, a
similarity operation has to be applied between the fea-
ture patch previously extracted, FMD(pD

i ), and a feature
patch, in a certain location x, of the X-ray feature map
FMX(x). The similarity operation is calculated by ev-
ery single X-ray locations and the location with largest
similarity score would be considered the corresponding
X-ray point of pD

i .
As commented before, the FMD(pD

i ) is treated as a
kernel filter therefore this deep search on FMX can be
efficiently executed with a normal convolution, where
the input and the filter kernel correspond to FMX and
FMD(pD

i ), respectively. Thus, the resulting heatmap for
each point (ĤX

i ) is computed using the following equa-
tion:

ĤX
i = FMX ∗ (W � FMD(pD

i )) (4)

where, W, is a trainable weight which picks the fea-
tures that gives the better similarity. Once the pre-
dicted heatmaps ĤX

i have been obtained, the next step
is to select the corresponding 2D DRR point on the X-
ray heatmap. To do so, the x and y coordinates in the
heatmap where the intensity value is the highest is se-
lected. The predicted 2D X-ray point is denoted as p̂X

i .
To measure how good the model is in tracking the

points, the following loss function has been used:

Loss =
w1

n

∑

i

BCE(σ(HX
i ), σ(ĤX

i ))

+
PixelToMM · w2

n

∑

i

∥∥∥p̂X
i − pX

i

∥∥∥
(5)

where w1 and w2 are weights which help to balance the
losses between the tracking and the distance error, HX

i is
the ground truth X-ray heatmap, pX

i is the ground truth
2D X-ray points and BCE corresponds to the binary
cross entropy function, whose inputs should be between
[0,1]. Thus, σ symbol represents the sigmoid function
which will move the heatmaps values between 0 and 1,
using Equation 6.

σ(ĤX
i ) =

1

1 + e−ĤX
(6)

This work will be evaluate based on the target regis-
tration error (TRE), which measure the euclidean dis-
tance between the X-ray points before and after the
tracking (second part of the Equation (5)).

Figure 6: U-Net architecture used in each branch of the tracking point
network. The configuration of the convolutional and deconvolutional
layers are given by the letters “c”, “k”, “s”, “p”, which correspond to
channel, kernel, stride and padding size, respectively.

3.4. Implementation and Training details

This method has been completely implemented from
scratch, following Liao et al. (2019), in Python using
Tensorflow 2.1 framework on an NVIDIA GPU Tesla
V100 SXM2 and 32GB of internal memory.

As commented before each Siamese branch, consists
in a U-net architecture. Each U-net is composed by
five encoding blocks (Convolution, Batch Normaliza-
tion and Activation) followed by five decoding blocks
(Deconvolution, Batch normalization and Activation),
connected by skip-connections (Figure 6). In the skip
connection occurs a concatenation operation between
the feature maps outputs by the “n” encoding block and
the “n+1” decoding block.

As described before, the dataset used in the exper-
iments is composed of a selection of CT/Xray pairs
over all datasets, to reduce the variability. So, the fi-
nal dataset is composed by 9 CT images and 18 X-ray
images with a total of 57 X-ray frames as previously
stated in Table 1. The total number of images available
to train and validate the network is 66. For a deep learn-
ing project this amount of images is insufficient to make
a network extract the good characteristics and general-
ize well. In order to solve this issue has been generated
an artificial data (as described in Section 3).

The original size of the X-ray and CT images are
1024x1024 with a variable pixel spacing. In all the ex-
periments the CT images have been considered as the
3D pre-intervention data, and the respective X-ray im-
ages have been treated as 2D intra-intervention data.
Note that our images apart from coming from different
sources, some of them contains clinical features such us,
surgical instruments, contrast in blood vessels, different
quality images, etc, which increase the complexity of
the dataset and hence the problem to solve.

After a lot of trials it was discovered that some train-
ing specifications work better than others. For the op-
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Figure 7: Pipeline followed in the experiments. Blue boxes repre-
sent the dataset selected to train and validate. Orange boxes show the
transformation parameters applied to generate the perturbed images.
And Green boxes indicate which points were included in the training
network process.

timization, Adam trained in mini-batches of 8 and with
a learning rate of 0.0005 with a decay of 1e-6 in each
epoch was used. The loss weights have been set as w1 =

100 and w2 = 0.001. The K size which has given better
results is 3 or 5 depending on the experiment and the
image resolution used to train is 512x512.

Due to the dimension of the network, GPU memory
constraints were faced which limited the values of some
parameters of the network, such us the image resolution
(Maximum used 512x512) or the batch size (Maximum
used 8).

4. Results

Due to the complexity of the dataset and in order
to correctly evaluate the network, the experiments have
been divided in two main parts. The first experiment is
based on training the network in one single patient with
different X-ray frames images for training and validat-
ing, to simplify the problem and reduce the variability
of the dataset. And the second experiment consists in
training the network over the entire dataset. Figure 7
shows the pipeline followed in the experiments. The
purpose of these experiments is to start from the easiest
case, which is training in one patient and validate in the
same one, but using different X-ray frames. Then train
the network with a complex dataset with more patients
which come from different resources and thus, different
distributions (This case requires a huge amount of data).

4.1. One Patient experiments
For the first experiment only one patient was used to

train and validate. In this experiment, it has to be taken
into account that the validation set are composed of dif-
ferent X-ray frames from the training set. Both training
and validation sets have been augmented by applying
random perturbations.

The 3D transformation of a rigid-body, as it is con-
sidered the bones, can be represented by a vector t of 6

Figure 8: Movements of the 3D transformation parameters

parameters. The 6 components of the vector represent
3 in-plane and 3 out-plane transformations parameters,
as it is able to see in Figure 8. Specifically, the in-plane
transformation parameters are composed by two trans-
lation parameters, tx and ty, and one rotation parameter,
tθ, while the out-plane transformation is formed by one
out-of-plane translation parameter, tz, and two out-of-
plane rotation parameters, tα and tβ.

Taking this into account, the one patient experiment
has been split in two parts depending on the transforma-
tion parameters used to generate the perturbation (Fig-
ure 7, orange boxes). In a first part, the transformations
applied were only in-plane translations, tx and ty, be-
cause the in-plane translations are the most significant
movements, due to the motion of the patient with regard
to the operating bed and also because the effects of those
parameters are approximately 2D rigid-body transfor-
mations, which will help to simplify the problem. In a
second part, the perturbations used are a combination of
the three in-plane and three out-plane transformations
parameters, which represent a 3D rigid-body transfor-
mation.

4.1.1. In-plane experiments
This one-patient experiment will help to do a detailed

discussion of the parameters which provide better re-
sults. As commented before, the evaluation of the model
and the parameters chosen is going to be based on TRE
results.

One of the first steps in the point-to-point correspon-
dence network is the selection of the points. In this work
we have followed two different points of interest selec-
tion approaches. The first approach consists in the use
of landmark points as a points of interest because they
are typically biologically-meaningful points, which cor-
respond to important anatomical structures, such as the
spine in this project. These landmark points have been
manually selected and annotated prior to the training
of the network. The second approach uses 3D random
points which are selected in the CT image and projected
into the DRR and the X-ray images using Equation 3.
This last approach has the advantage of avoiding the ef-
fort of annotation. In Table 2, row 2 and 4 is shown the
TRE error for each of the approaches. For this partic-
ular experiment the use of landmark points work better
than random points. As only one patient is being used to
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Experiment Kernel Size POI Weights TRE
No 1 3 5 Lnd Rnd w/ w/o (mm)
1 X X X 3.693
2 X X X 1.42
3 X X X 1.54
4 X X X 17.5
5 X X X 56.82

Table 2: Results with different model options

train and validate, the use of landmarks points can help
to extract strong features for that patient and make the
network robust for this case.

Another characteristic of the network that has been
studied is the parameter K, which represents the neigh-
bourhood size, extracted in the DRR image. This pa-
rameter will indicate the neighbourhood information
needed to obtain a representative feature of the image,
which the network can generalize well to unseen data.
In Table 2, rows 1,2 and 3 show the results using a ker-
nel of 1x1, 3x3 and 5x5 respectively. It has to be taken
into account that the use of a kernel size of 1x1 does
not only contain the information of the current pixel ex-
tracted in FMX and FMD but also the information which
comes from the receptive field of the U-net. The recep-
tive field of a convolutional network is described as the
size of the region in the input that produces the feature.
Note, that the input region can be the input of the net-
work or the input of a specific unit of the network. So,
the unique pixel extracted by the 1x1 kernel will contain
information of the current pixel as well as information
coming from its neighbourhood.

Analysing the results, the use of a 1x1 kernel does
not extract features representative enough for a better
similarity measure. However, the use of a 5x5 kernel
size makes generalization of the model harder because
it takes too much information from its neighbourhood
and moreover, the use of a bigger kernel size increases
the computation cost. So, the kernel size of 3x3 is the
one which extracts the most distinctive features and thus
provides the best performance.

Also, it has been studied was the importance of
adding a trainable custom layer to track the points. In
Table 2, rows 2 and 5, shows the results when a train-
able weight (W) is included in Equation 4 or not. As it
is possible to see in Figure 9 when a trainable weight is
not added in TPConv layer, the training of the model can
not learn and thus, decrease the TRE error. So, when the
trainable weight is added to the network, the distinctive
features are accentuated in the second part of the loss
function, which calculate the euclidean distance, and
thus, allows the network to learn and reduce the TRE
error. So, this experiment shows the importance of us-
ing the TPConv custom layer as a trainable layer.

There are parameters which have been settled after
some trials such as the loss function weights in Equation
5, the optimiser, the learning rate or the image size. The

loss function weights which give better results are w1 =

100 and w2 = 0.001.
Regarding the optimiser, Mini-Batch Stochastic Gra-

dient Descent (SGD), Adadelta and Adam have been
tried. Adam was the chosen optimizer not only because
it is faster than the others and converges rapidly, but also
is an adaptive learning rate method. So, it makes easy
the learning rate selection. Even though Adadelta is also
an adaptive learning rate method, it was discarded be-
cause it takes too much time to converge. In the case of
SGD, it was rejected because is needed to choose an op-
timum value of the learning rate which makes training
the model harder.

As was previously commented, due to the size of the
model and the GPU used, there have been memory lim-
itations which has not allowed the use of an image res-
olution bigger than 512x512. Also tried was an image
size of 256x256, but the model was not able to extract
better features than using higher resolution.

Finally, in order to address the overfitting problem,
different regularization methods such us L2 regulariza-
tion and dropout were compared. Figure 10 shows the
results in training and validation for both types of regu-
larization. Clearly the training results using dropout get
stacked in a higher loss value than using L2 regulariza-
tion. This is because, when dropout is applied, a fixed
percentage of random neurons inside of the network are
discarded while training. So, the complexity and the
learning capacity of the network is reduced. Moreover,
taking into account the validation results, it is possible
to appreciate that using dropout regularization still al-
lows the network to overfit. In this case, to help the
model to generalize better, L2 regularization in the first
layer of the U-Net with a regularization factor of 0.0005
has been used.

Some visual results of the point tracking model are
illustrated in Figure 11. The first row show the pairs of
X-ray (a) and DRR perturbed images (b,c) and their cor-
responding landmark points represented in blue and red,

Figure 9: TRE results when TPConv trainable weights are included or
not.
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Figure 10: Training and validation loss results using L2 regularization
or dropout for the one-patient, in-plane experiment.

respectively. Under the DRRs are a couple of examples
of the heatmaps predicted by the model corresponding
to a selection of one random landmark point in each im-
age. The white part around the points in the heatmaps
represents the output of the network which is used to
localize the correspondent point. Moreover, below the
heatmaps is possible to see the movement of the DRR
points, where the GT X-ray points are represented with
blue marks, the DRR points with red marks and the pre-
dicted points with green marks. The numbers under the
heatmaps represents the TRE before and after apply the
point tracking network.

4.1.2. In/Out-Plane Experiments
In this section as in the previous one, the experi-

ments are done in only one of the patient, but in order to
increase the complexity of the problem, the perturbed
images have been generated modifying the 6 transfor-
mation parameters. Taking into account that the main
movement is produced via the in-plane translation, the
perturbation has been applied within a small range. The
maximum in/out plane rotation applied was 10o and the
in/out plane translation was 10 mm.

Regarding the specific points of interest used, the
landmark point approach was chosen because it gives
better results than the random one. Furthermore, the
parameters chosen in this experiment where exactly the
same as those selected in the previous experiment, ex-
cept the kernel size.

As can be appreciated from Table 3 the TRE results

Exp Kernel Size TRE
No 3 5 7 (mm)
1 X 7.84
2 X 5.85
3 X 6.10

Table 3: In/out plane transformation experiments in one patient.

Figure 11: Visual results of the point tracking network. The image
(a) represent the X-ray. In (b) and (c) are shown two DRR examples
where different in-plane perturbations has been applied. The heatmaps
results of two over the four points is vertically aligned with his corre-
spondent DRR image. The two last fluoroscophy images show the GT
landmark points (blue marks), the original position of the DRR points
(red marks) and the predicted points (green marks).

are better when the kernel size is 5. Moreover,due to
the fact that the complexity of the problem has been in-
creased the TRE results are higher than those obtained
with one patient and in-plane transformations.

4.2. All Dataset Experiments

The last experiments include all the data shown in Ta-
ble 1. Seven patients were selected for training and the
remaining two for validation. The data were carefully
selected in a way to avoid possible bias of the outcomes.
First, the model was trained with the same parameters
used in the experiments described, at the beginning of
this Section, except for the kernel size which was set to
3 in all these experiments. This avoids the issue that a
bigger kernel size contains more neighbourhood infor-
mation and will be prone to overfit faster.

This dataset has been run with the landmark and ran-
dom points approaches. Figure 12 shows the training
and validation values in each epoch for both approaches,
and it is possible to see the network starts to memorize
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Figure 12: Training and validation TRE results with all the data, using
the two different point selection approaches.

from the beginning using the landmark points and a few
epochs later when random points are used.

In order to avoid overfitting the following actions
have been taken. The first action has been to apply regu-
larization methods such as dropout or L2-regularization.
The second action has been to change the complexity of
the network by removing some layers and thus reduce
the number of trainable parameters. And finally, in or-
der to tackle not only the generalization problem, but
also the problem of training convergence when the ran-
dom point approach is used, different data augmentation
strategies have been implemented. These include tech-
niques such us translation, rotation and flipping. Due to
the fact that the random points are generated in a step
prior to training of the network and not during training,
the network will train for the same points on a given
image, throughout each epoch. So, to add variability to
the points, along with the data augmentation, 4 of the 5
points for each epoch have been randomly selected.

Exp POI REG D. AUG TRE
No Lnd Rnd No Yes w w/o (mm)
1 X X X 47.32
2 X X X 39.17

3 X X X 27.05
4 X X X 26.87

5 X X X 39.21

Table 4: Results with different actions to avoid overfitting. POI refers
to landmark (Lnd) and random (Rnd) points approaches, REG indi-
cates if the regularization is applied or not. D.AUG, refers to data
augmentation.

As shown in Table 4, the combined use of random
points, as opposed to landmarks, and data augmentation
produces the biggest reduction in TRE. Regularization

has a substantial impact on the landmark performance
but is of minimal benefit when random points are used
due to the model is prone to overfit early when land-
mark points are used. An overall reduction in TRE of
around 50% has been obtained using random points but
the values remain larger than the value in the initial po-
sition (around 10 mm when no registration is applied),
as would be expected given the limited number of im-
ages in the original data set.

5. Discussion

In this work, has been implemented the 2D/3D point
tracking network presented in Liao et al. (2019) to solve
the 2D/3D registration problem. The main contribution
in this work has been tracking a set of interest points
using traditional CT and a only one view X-ray target
image instead of multi-view X-rays. As shown during
the experiments section, this network is able to learn
the most representative features when the variability in
the dataset is small enough, but it fails to generalize
when the variability increases. The best result has been
achieved when the training and the validation has been
done with the same patient but different X-ray frames,
since, in this case, the variability of the dataset it has
been substantially reduced. Notice, that the parame-
ters chosen for this particular patient will not be optimal
when the data set changes.

As commented in Section 3, perturbations were ap-
plied to the images to help the network learn different
transformations and generalize better. The benefits of
this were illustrated in the One Patient Experiment Sec-
tion. However these perturbations do not help tackle the
image variability problem.

During the development of this project, a number of
decisions were taken to simplify the problem. First,
images containing the spine were selected and second,
low quality images were discarded. This was based on
the assumption that a smaller, high quality, anatomy-
specific data set is preferable to a large, low quality, un-
specific data set.

Just as other 2D/3D registration approaches have
shown, this method needs a large amount of data to
learn reliable feature representation. As shown in All
Data Experiment section 4.2, the model fails when the
dataset is not big enough. The fact that overfitting oc-
curs later using random points makes sense because in-
stead of memorizing the landmark points, which repre-
sent the same anatomical structures, random points dif-
fer for each image, enabling the model to extract fea-
tures at a more detailed level. Also, it is possible to see
that using random points, the TRE value in training is
not able to reach less than 10 mm. This will be because
the use of random points increases the variability while
training and will include some features that are less sta-
ble under these transformations.
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The fact that the network overfits is principally be-
cause the number of images available in the dataset are
insufficient and they come from three different sources.
So the images have different intensity distributions.

Another limitation has been the Ground Truth ac-
quisition. Since the aim for this specific project is to
minimize the TRE between the DRR and X-ray pair of
points, the Ground Truth is crucial to be as accurate as
possible. In a separate study the accuracy of the manual
landmark selection was estimated for 183 landmarks on
42 fluoroscopy frames and found to have a median value
of 6.6mm but a maximum of 188mm. In this project
time was taken to ensure that the data used also had ac-
curate ground truth alignments.

6. Limitations and Future work

The major problem with this network’s performance
is due to the small dataset size and its variability from
different sources. So, a proposed option for the future is
the acquisition of a considerably larger amount of data.
This will also help increase the robustness of the net-
work.

As commented previously, prior to the training of the
network, the CT has been projected into a DRR. During
training, it is not possible to modify the projection and
reduce, if needed, the misalignment between the CT and
the patient position. So, If the DRR could be updated
by the network, methods could be investigated for in-
tegrating this into the training process and reduce this
misalignment.

Finally, this project is very challenging due to the
added complexity of registering different types of med-
ical images (CT and X-ray) which vary both in their in-
tensity characteristics and their dimensionality. A way
to solve this problem could be the use of a Generative
Adversarial Network (GAN) to do a domain adaptation
between images from the different scanners (Kamnitsas
et al., 2017) (Jiang et al., 2018). However we still must
take into account that to apply a GAN, the size of the
dataset has to be greatly increased first.

7. Conclusions

This project has demonstrated that the method pro-
posed is able to find the 2D point which corresponds to
a projected 3D point in certain conditions. This capa-
bility has been evaluated using a really challenging and
heterogeneous dataset, which is composed by standard
CT and single X-ray images.

The experiments proposed show that the network is
able to learn the most representative features when the
variability of the images is small, with a decrease of
around 80% in the TRE error (From 10 mm to 1.42).
However, it has been demonstrated also that the method

fails using a heterogeneous dataset which does not con-
tain enough images. In this case the method is not able
to reach a TRE smaller than 26.87 mm.
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Abstract

Magnetic Resonance Images (MRI) are usually affected by intensity inhomogeneities from the MRI acquisition pro-
cess that difficult the automatic quantification and analysis of medical images. Such intensity inhomogeneity is mod-
eled as a multiplicative low-frequency signal intensity variation across the image commonly referred to as a bias field.
In the past, many methods to correct this artifact have been proposed, being most of them based on the optimization
of specific image quality criteria. However, optimization methods are time-consuming and sensible to local minima.
In this project, we developed different approaches to perform MRI intensity inhomogeneity correction using deep
learning. Specifically, we compared two different approaches: supervised and unsupervised. The goal of this work
was to implement a new method to automatically correct the bias field using convolution neural networks (CNN).
The best results were obtained for the supervised approach. Finally, we show that our proposed supervised approach
efficiently outperformed related state-of-the-art methods in terms of accuracy, robustness and efficiency.

Keywords: Magnetic Resonance Imaging, Inhomogeneity Correction, Deep Learning, Convolutional Neural
Networks

1. Introduction

Magnetic Resonance Imaging (MRI) is a non-
invasive imaging technique that provides detailed im-
ages of the interior of the human body allowing the
study of its anatomy and structural properties. Its excel-
lent image quality and the use of non-ionizing radiation
made it one of the most used image modalities in cur-
rent clinical practice. However, MR images are affected
by different types of artifacts. One of them is the signal
intensity inhomogeneity which is produced by imper-
fections in the radiofrequency coils and object depen-
dent interactions (Sled et al., 1998). Such an artifact is
perceived as a multiplicative low-frequency variation of
the signal intensity across the image, also known as bias
field.

Intensity inhomogeneity in MRI is a major issue, be-
cause most automated quantitative methods, such as
registration and segmentation, rely on the assumption
that a given tissue is represented by similar voxel inten-
sities throughout data. As a result, quantitative param-
eters computed from corrupted data will likely be erro-
neous. Therefore, correcting or reducing the effects of

this artifact is a crucial preprocessing step for the use of
quantitative MRI analysis in research and clinical set-
tings (Belaroussi et al., 2006). Moreover, the benefits
of performing the intensity inhomogeneity correction of
MRI volumes have been proven in a recent paper (Lee
et al., 2018). They showed that there is a significant
increase in the accuracy of deep learning-based tumor
classification after performing the bias correction of the
images.

In this paper, we propose various methods for auto-
matic bias field correction using deep learning. We fo-
cused on two different strategies to reach the goal of
this work – supervised and unsupervised approaches.
The main idea behind the supervised method is to gen-
erate the bias-corrected volumes having as an input the
original corrupted image and as output its correspond-
ing bias-corrected version. On the other hand, the un-
supervised approach is focused on achieving the same
goal as supervised but without the use of a ground truth
output.

The aim of this work is to improve existing bias-field
correction methods and to outperform state-of-the-art
approaches in terms of efficiency and effectiveness.
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2. State-of-the-art

Intensity inhomogeneity correction is a problem that
has been an active research topic and some methods
have been proposed over the last few years. These meth-
ods can be broadly classified into two different groups –
prospective and retrospective.

Prospective correction methods rely on prior infor-
mation such as factors related to the hardware that cor-
rupt MRI images. Those methods try to minimize the
intensity inhomogeneity by acquiring additional images
(Axel et al., 1987), merging data obtained from multi-
ple datasets (Liney et al., 1998), combining information
from different coils (Murakami et al., 1996), designing
dedicated imaging sequences (Deichmann et al., 2002;
Mihara et al., 1998). For instance, performing imag-
ing using a combination of volume and surface coils
can achieve high uniformity and high signal-to-noise ra-
tio (Narayana et al., 1988). However, the drawback of
these methods is the need for additional image acqui-
sition and as a consequence, more prolonged scanning
times. Furthermore, the prospective correction methods
can eliminate the scanner-related bias field, but not the
inhomogeneity that occurs due to the subject’s anatomy
(Ganzetti et al., 2016).

Retrospective correction methods rely only on image
features to remove unwanted intensity inhomogeneities.
Theoretically, retrospective algorithms can deal with
both scanner and object-related artifacts. Furthermore,
those methods usually do not require prior information
about the bias field, which makes them more flexible
and general than the prospective methods. Therefore,
retrospective corrections are widely used and some so-
lutions based on this approach were proposed during the
last few years. A number of comparative studies were
performed on these methods (Arnold et al., 2001; Likar
et al., 2001; Vovk et al., 2007).

Retrospective methods can be further categorized
into two subgroups: 1) methods that use a segmenta-
tion process to compute the bias field; and 2) those
that work directly with the image data (Manjón et al.,
2007). In the first group, segmentation based methods
are aimed to perform bias correction and tissue classi-
fication processes simultaneously. According to differ-
ent existing segmentation methods, they can be classi-
fied into two approaches: 1) expectation-maximization
(EM) based algorithms (Guillemaud and Brady, 1997;
Leemput et al., 1997; Wells et al., 1996); and 2) Fuzzy
C-Means (FCM) based algorithms (Ahmed et al., 1999;
Pham and Prince, 1998). In the former approach, the
EM algorithm is used for interleaved segmentation and
bias correction. These methods use parametric models
that are based on a given probability criterion to esti-
mate the bias field. The maximum likelihood (ML) or
maximum a posterior (MAP) probability is frequently
used as probability criterion. A good example of this
type of methods is the well-known SPM12 software

(Friston et al., 2011). In the latter – Fuzzy C-Means
based – approaches, energy minimization is used to per-
form simultaneous segmentation and bias correction in
which the standard FCM algorithm is used for segmen-
tation (Song et al., 2017). Segmentation-based methods
usually require the fixed number of tissue types and they
are optimization-based (sensitive to local minima).

The second group of retrospective methods is the al-
gorithms that work directly with the image properties.
These methods make minimal assumptions about the
image content, such as the number of tissues or loca-
tions, which make them more general (Manjón et al.,
2007). One of the most used bias correction meth-
ods is the Nonparametric Nonuniform Normalization
(N3) method (Sled et al., 1998). This method estimates
the bias field by sharpening the image histogram using
a Gaussian deconvolution and smoothing the obtained
bias field estimation by using B-Splines. Due to its per-
formance, this method is called the de facto standard for
bias field correction. Recently, Tustison et al. (2010)
proposed the N4 method, which is an improved ver-
sion of the N3 algorithm. In the N4 method, B-spline
smoothing strategy was replaced with a modified opti-
mization strategy, which includes a multi-resolution op-
tion to capture a range of bias modulation. N4 achieved
superior results compared to N3.

The main disadvantage of all of these methods is their
parameter dependency. Accordingly, the results of the
correction are highly dependent on the correct settings
(for example, the variance of the Gaussian filter or the
space between B-Spline dots). The Coarse to Fine Bias
Corrector (CFBC) method (Manjón et al., 2007) over-
come this problem using a progressive course to fine
approximation. The other drawback is the iterative na-
ture of the estimation and related optimization problems
such as local minima (Manjón et al., 2007).

Over the last few years, deep learning (DL) tech-
niques became state-of-the-art machine learning models
across a variety of areas. The development of DL has a
huge potential for medical imaging technology, medi-
cal data analysis, medical diagnostics, and healthcare in
general. In the field of MRI, deep learning has appli-
cations at many steps of analysis workflows – image re-
construction (Chen et al., 2018; Hammernik et al., 2017;
Yang et al., 2016), segmentation (Akkus et al., 2017;
Dalca et al., 2019; Guo et al., 2016), disease prediction
(Islam and Zhang, 2018; Lundervold and Lundervold,
2019).

Curiously, in the case of the MRI intensity inhomo-
geneity correction, there is not much research done us-
ing deep learning. Only one paper (Simko et al., 2019)
was found regarding this topic, where the authors pro-
posed an Artificial Neural Network called GetNet that
is a modified version of ResNet (He et al., 2016). This
network was trained on non-medical objects to make the
model more general. However, this method was only
evaluated in 2D and no extensive validation was per-
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formed, which makes it difficult to evaluate its quality.
In this project, we present a parameter-free volume-

based 3D convolutional neural network (CNN) that is
able to accurately correct the image inhomogeneities in
near real-time. The proposed method is insensitive to
optimization problems (in fact it can be seen as an amor-
tized optimization) and can be easily integrated into any
pipeline for preprocessing purposes.

3. Material and methods

3.1. Problem formulation

An MRI image is usually modeled as follows:

Y = xB + n (1)

where Y is the observed image, x is true emitted in-
tensity (clean signal), B is the multiplicative bias field
which is supposed to be spatially smooth and n is a ran-
dom additive noise (Manjón et al., 2007). If we don’t
consider the effect of the random noise n (or we filter it
before) the bias correction can be done by dividing the
observed intensity Y by the estimation of the bias field
B. In this project, to obtain an estimation of the clean
signal x̂ we multiply observed image Y by the inverse of
B for practical reasons (we will directly estimate 1/B so
we can avoid zero division problems):

x̂ = Y ∗ (1/B) (2)

3.2. Dataset

In this work, we used the publicly available IXI
dataset (http://www.brain-development.org/). The data
was initially collected as part of the Information eX-
traction from Images project. This dataset consists of
580 MRI images from healthy subjects with different
sex and ages. Figure 1 shows example brain MRI vol-
umes of the IXI dataset. The images were acquired us-
ing two different scanners: Philips Intera 3T and Philips
Gyroscan 1.5T. They were collected at three different
hospitals in London (UK). The details of the scanner
parameters are shown in Table 1.

Table 1: IXI dataset scanner parameters

Parameters Philips Intera 3T Philips Gyroscan 1.5T

Repetition Time 9.6 ms 9.8 ms

Echo Time 4.6 ms 4.6 ms

Flip Angle 8◦ 8◦

Slice Thickness 1.2 mm 1.2 mm

Volume Size 256×256×150 256×256×150

Voxel Dimensions 0.94×0.94×1.2 mm3 0.94×0.94×1.2 mm3

Figure 1: Example brain MRI images of the IXI dataset

3.3. Data preprocessing

MR images are acquired in a large variety of image
orientations and resolutions. In order to simplify the
bias field correction problem, we preprocessed the im-
ages by affine registering the original images to the stan-
dard Montreal Neurological Institute (MNI152) space
using the ANTS (Avants et al., 2008) software (Figure
2). The standard image in the MNI space has a fixed res-
olution of 1 mm3 and dimensions of 181×217×181 vox-
els. By fixing the orientation and resolution of the im-
ages we will require less training data because we do not
have to deal with different orientations and resolutions.
The corrected image in the native space can be always
obtained by applying the corresponding inverse affine
transformation. Finally, the intensities of input images
were normalized. Two different normalization methods
were tested. The first approach is a mean normalization
consisting of dividing the volume by its mean value so
all the volumes share a mean of one. In this approach,
all the intensities of the volume are restricted to positive
values. The other approach is the classical z-scoring
consisting of subtracting the mean of the volume and
dividing by its standard deviation.

3.4. Evaluation metrics

It is generally accepted that the spatial intensity dis-
tribution in the MRI volume is piece-wise constant and
that each tissue type is represented by similar intensities
corresponding to a unique grayscale level. Based on
these hypothesis, a valid intensity inhomogeneity cor-
rection method should decrease the standard deviation
in intensity for each tissue (Belaroussi et al., 2006). The
coefficients of variation CV is the ratio of the standard
deviation to the mean. It is used for measuring the ho-
mogeneity of the WM and GM of the brain. To evaluate
the performance of the proposed methods CV of white
matter (WM) and grey matter (GM) were employed.
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(a) Source image

(b) Target image

(c) Registered image

Figure 2: Example of the image registration to the standard MNI space. (a) Original brain MRI from IXI dataset; (b) MNI volume used as a target
for registration; (c) Brain MRI registered to MNI space

The formulas for computing those metrics are the fol-
lowing:

CVWM =
σ(WM)
µ(WM)

(3)

CVGM =
σ(GM)
µ(GM)

(4)

where σ is the standard deviation and µ is the mean
of the tissue intensities.

A modification of the CV value is the Coefficient of
Joint Variation (CJV), which also measures the overlap
between tissue distributions. The formula for comput-
ing the CJV is following:

CJV(WM,GM) =
σ(WM) + σ(GM)
µ(WM) − µ(GM

(5)

Lower values of CVWM , CVGM , and CJV(WM,GM)
coefficients indicate better corrections. To compute
these metrics a posteriori probability maps produced by
SPM12 were used. They were thresholded by the value
of 0.9 to avoid the partial volume contamination.

3.5. Supervised approach
The overall pipeline for supervised bias field correc-

tion approach is depicted in Figure 3. A detailed de-
scription of the steps performed is presented in the fol-
lowing sections.

3.5.1. Training data
In the proposed supervised approach, we need the

corresponding bias free images as ground truths for our
input bias corrupted images. Unfortunately, we have no
access to the ideal bias free images as they are unknown.
To generate the bias free output images of the network
all the images were bias corrected using the SPM12 tool
(Friston et al., 2011). We are aware that this is just a sur-
rogate of the real bias free images but we found it effec-
tive enough for the purposes of this work. We chose
SPM12 method based on the results of the compari-
son (Figure 4) of three different bias correction meth-
ods (SPM12, N4 and CFBC). The Coarse to Fine Bias
Corrector (CFBC) is an inductive method that proposes
possible bias field models and keeps the most probable
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Figure 3: Graphical representation of the general pipeline of the proposed supervised approach for MRI intensity inhomogeneity correction

one instead of obtaining it directly from the data by ap-
plying some transformation on it (Manjón, 2006). To
measure the homogeneity of the different brain tissues,
we used the tissue segmentations provided by SPM12
(white matter, gray matter, cerebrospinal fluid).

Figure 4: Comparison of three existing bias-correction methods on the
basis of the mean coefficient of joint variation (CJV) value computed
for the IXI dataset. The smaller box the less dispersed the CJV values

3.5.2. Network architecture
The U-Net is a convolutional neural network that was

first proposed by Ronneberger et al. (2015) for biomed-
ical image segmentation. It is basically a modified au-
toencoder with resolution dependent shortcuts. It con-
sists of four main parts: encoder, bottleneck, decoder
and shortcuts. The network architecture is a sequence of
convolution plus pooling layers that first reduce the spa-

tial resolution of the image, and then increase it by com-
bining it with the image data and feeds to the consecu-
tive convolution layers. The last layer normally uses a
1×1×C convolution kernel to map the final feature vec-
tor to the desired number of classes (C). In this work,
we have applied various modifications to the original
U-Net architecture, which will be explained in the fol-
lowing sections.

Model 1. Figure 6 illustrates our modified U-Net
architecture, where the encoding part of the model is
composed of three blocks. Each block is made of a 3D
convolution layer (7×7×7) with ReLU activation func-
tion and the batch normalization followed by the max-
pooling layer. The number of filters in the first resolu-
tion level are 8, 16 and 32 in the following levels. The
bottleneck is composed of a 3D convolution layer with
the ReLU activation, 64 filters and the batch normaliza-
tion. The decoding part is made of three blocks sim-
ilarly to the encoding path. Each block is composed
of an upsampling layer, concatenation with the corre-
sponding part of the downsampling path, 3D convolu-
tion layer with the batch normalization. The number
of filters in this path are 32, 16, and 8. An important
thing to highlight in Model 1 is that to generate bias-
free volume in the last layer we multiply the inverse of
the bias field with the original input volume. Thus, the
network predicts the inverse bias field and multiplies it
to the input volume to generate the bias free output. The
resulting network has a total of 25 layers and 2,308,337
trainable parameters.

The input of the model is the original raw volume
registered to the MNI space presented as an input tensor
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and the output of the network the corresponding bias-
corrected volume.

We performed data augmentation in order to increase
the number of training samples to reduce overfitting and
improve generalization of the model. The augmentation
is performed within the data generator function. It is
done by left-right flipping the input and output images
randomly taking benefit from the pseudo-symmetry of
the human brain. The example image augmentation is
depicted in Figure 5.

(a) Original brain MRI

(b) Augmented brain MRI

Figure 5: Example of the data augmentation. (a) original brain MRI
image; (b) augmented brain image acquired by left-right flipping

Model 2. Figure 7 shows another modified version
of the U-Net architecture, which is a smaller variation
of the Model 1. The only change compared to Model 1
is that its output is modified to have a feature encod-
ing branch that measures feature differences between
the predicted image and the target image. This is ac-
complished using a loss function that not only measures
the reconstruction error of the predicted image but also
its feature error through the use of a multiscale encoder
with shared weights. The Model 2 has 33 layers and
2,769,497 trainable parameters.

Adaptive smoothing layer. Since the proposed net-
work tries to predict a low-frequency bias field, we
thought that blurring the input volume will help in the
estimation. However, since we do not know the degree
of smoothness required we developed a custom adap-
tive smoothing layer that can be used as the first layer
of the network. The adaptive smoothing is a custom
layer that performs the Gaussian blurring of the volume

with a learnable kernel size.
The main reason to use the smoothing is to increase

the signal-to-noise ratio. According to the theory of
Matched Filter, smoothing will maximize this coeffi-
cient. Based on the idea of this theorem, the Gaus-
sian kernel will give an optimum resolution of signal
from the noise that we are looking for. Therefore, the
noise which produces intensity inhomogeneity will be
best detected after the smoothing process.

3.5.3. Loss Functions
The supervised network learns a mapping between

the input image to the target and the loss function should
be chosen on the basis of the specific task pursued by the
model. In our case, the task is to minimize the intensity
inhomogeneity present on the image. In this work, we
employed different loss functions, which will be shown
in this section.

Mean Absolute Error (MAE). The MAE is calcu-
lated by taking the average of the absolute difference be-
tween the ground truth value and the model prediction.
Compared to the Mean Squared Error loss MAE encour-
ages less blurry and higher quality images (Thomas,
2020).

Custom loss. Combining the MAE of the intensities
and the MAE of the gradient difference loss (MAE-G).
MAE loss compares the similarity between the images,
but does not tell the information about the inhomogene-
ity of the images. The MAE of the gradient difference
(MAE-G) loss function was used in order to capture
this information. The gradient of the image is the di-
rectional change in the intensity of the image. The bias
field distorts the intensity distributions of the MRI, thus,
the gradients of the clean and corrupted by intensity in-
homogeneity volumes are different. The aim of the Cus-
tom loss is to achieve similar intensities and also similar
gradients for the compared input and target ground truth
volumes.

3.5.4. Feature matching
The Mean Absolute Error loss is not designed to cap-

ture the texture of the image and the different frequency
sub bands. For this reason, in this work, a Feature loss
was introduced. This proposed loss was implemented
as an Encoder function, where the image is transferred
from the original to the smaller representation. This
allows to capture different features of the image while
performing the convolution operations. More convolu-
tional layers allow to get different features at different
scales. In this work, we use three convolutional layers
in the feature encoders (see Figure 7).

We apply the encoder function to both input and tar-
get images. Important note here is that the same En-
coder should be used to both images. Therefore, if the
images are similar the encoding will be similar. Encod-
ing does not measure the intensity but feature similar-
ity. It compares different features of the image on low,
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Figure 6: Network architecture: Model 1

medium and high-frequency levels. The Feature loss
can be defined as:

FeatureLoss =
∑
|F1(Pi) − F1(Ti)|

+
∑
|F2(Pi) − F2(Ti)|

+
∑
|F3(Pi) − F3(Ti)|

(6)

where F1, F2 and F3 are image features at different
scales. P is the predicted image and T is the target im-
age.

3.6. Unsupervised approach
In the unsupervised approach, we aim to train the

model without the ground truth labels. The model is
forced to learn connections inside the image and make
assumptions based on them. Different methods that
were used for the unsupervised approach are described
in the following subsections.

3.6.1. Model architecture
Model 3. The architecture used in the unsupervised

approach has the same structure as Model 1 but with
two outputs instead of one, the inhomogeneity corrected
volume and the estimated inverse bias field. The input
of the model is the original raw volume registered to the
MNI space. The output of the model is not known in
this case. Therefore, we used loss metrics that are re-
lated to enforce the image homogeneity. The last layer
multiplies the estimation of the inverse of the bias field
with the input image to generate a bias-corrected vol-
ume. As a result, we receive the approximation of the
bias field and the bias-corrected volume.

R-Model 3. Another version of Model 3 was ob-
tained by slightly modifying its architecture. In Fig-
ure 8 the reduced version of Model 3 (R-Model 3) is
presented. We jumped over two resolution levels from
the decoder path and directly upsampled the image from
the lower resolution to the spatial resolution of the orig-
inal input image. Therefore, the model architecture be-
came an asymmetrical encoder-decoder with simplified
decoder part.

3.6.2. Loss functions
Since the output of the unsupervised model has mul-

tiple values we use a different loss function. Therefore,
the final loss function is made of two parts:

Ltotal = λ1Limage + λ2Lbias (7)

where Limage is a custom loss function that is applied
to the bias-corrected image prediction, and Lbias is an-
other custom loss function that measures the properties
of the estimated bias field of the image, λ1 and λ2 are
corresponding loss weights. The loss weights are used
to balance the contribution of each output loss to the fi-
nal loss. The default values for loss weights are [1, 1].

For the image loss (Limage), we applied functions able
to measure the homogeneity of the image: median gra-
dient loss and normalized cross-correlation. This loss
can be defined as:

Limage = (1 − NCC) ∗ µ(Gimage) (8)

where NCC is the Normalized Cross Correlation and
µ(Gimage) is the mean gradient of the image.
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Figure 7: Network architecture: Model 2 including feature encoder modules with shared weights

At the same time, for the bias field (Lbias) term we
used metrics able to assess the smoothness of the field,
the mean gradient loss and amplitude constraint:

Lbias = LAC ∗ M(Gbias) (9)

where LAC is the amplitude constraint and M(Gbias) is
the median gradient of the predicted bias field.

Normalized Cross Correlation (NCC). The NCC met-
ric is commonly used in the evaluation of the similarity
between two images (Rao and Yerravelli, 2014). The
normalized cross correlation can be defined as:

CC =

∑
i @ (x(i) − mx) ∗ (y(i − d) − my) A√∑

i(x(i) − mx)2
√∑

i(y(i − d) − my)2
(10)

where x and y are series between which we compute
the correlation, and mx, my is their means. The maxi-
mum value occurs when the compared images perfectly
match each other, and 0 if the images are uncorrelated.

Gradient loss (Gimage and Gbias). Homogeneous im-
ages show well-ordered intensities and well clustered
low gradient values in homogenous regions (Manjón
et al., 2007). Therefore, we use the gradient of the im-
age as a loss function, which we want to minimize. For
the output of the model that is the predicted image, we
use the median value of its gradient. We compute the
gradient using the differences between neighboring vox-
els in x, y, z directions. The median ignores outliers in
data distribution. For the bias field, we take the mean
gradient. Where the gradient G of the three-dimensional
image function F can be defined as:

G = 5F(x, y, z) =@ dF
dx

,
dF
dy
,

dF
dz

A (11)

Amplitude Constraint (LAC). In order to restrict the
range of the bias field, we apply the amplitude constraint

to the second part of the model output. The formula
used for this loss function can be written as:

LAC = ‖1–µ(ypred)‖2 (12)

where ypred is the approximation of the bias field given
by the model and µ(ypred) is its mean.

4. Experiments and Results

The data processing and all experiments were carried
out at IBIME lab at the Polytechnic University of Valen-
cia using a desktop PC with an AMD Ryzen 7 processor
with 16 GB RAM running Windows 10. The model was
implemented using the Keras 2.3.1 (Chollet, 2015) deep
learning library on top of the Tensorflow 1.15 (Abadi
et al., 2016) in Python 3.6.

4.1. Training images
The IXI dataset (N=580) was randomly divided into

the following subsets: training, validation and testing.
In order to load the training set, we use the data gen-
erator function with a batch size of 1. Three strategies
were followed regarding the bias corrected images used
as an output of the model. The testing of all three strate-
gies was performed on the same dataset of 20 brain MRI
volumes.

• SPM12 only: First we used the MRI volumes cor-
rected by the SPM12 software. In this case, all
training images were bias corrected using the same
software. 550 images were used for training and 10
for validation.

• Selected SPM12 cases: The second strategy was to
choose only a subset of the best corrected images
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Figure 8: Network architecture: R-Model 3. Inside the red box network parts that were not used in the R-Model 3 architecture compared to the
Model 3 network

using SPM12. This was done upon the observation
that SPM12 does not correct all the images equally
good, due to its optimization based nature. For this
case, we drew the histogram of all CJV values of
the dataset (Figure 9) and chose a value of 0.9 for
the threshold. Using this threshold 303 MRI im-
ages in total were chosen. Of the selected volumes
10 were used for validation, and the remaining for
training.

• Best selection: The third strategy is to select the
best bias-corrected images from three different cor-
rection approaches (SPM12, ANTS, and CFBC).
Based on their CJV metric, from the original 580
images, 496 cases were collected from SPM12, 65
from CFBC, and 19 from ANTS. In this case, 550
images were used for training and 10 for valida-
tion.

4.2. Intensity normalization and testing strategy

Some layers (the batch normalization in our case)
perform differently during the training and testing
phase. In the batch normalization during the training
mode in order to rescale the input of the layer the mean
and the variance of the mini-batch are used. In the
testing mode, a historical moving average and variance
are used that was computed during the training of the
model. Therefore, this behavior of the layer in the test-
ing mode leads to suboptimal results when using the
small size of the batch, in this project N of 1. For that
reason, during the testing of the model, we perform the

Figure 9: CJV values of the IXI dataset. Note that two clusters are
clearly visible. Left one represents more homogenous cases and right
ones more heterogeneous (representing suboptimal bias field correc-
tion)

prediction in the training mode. We call this strategy
Training Time Batch Normalization (TTBN).

The effect of the pre and post processing in the final
outcome of the method was tested. We compared the
use of two different normalization techniques: z-scoring
and mean-ratio method. In Table 2 the results of the dif-
ferent experiments are shown. In terms of the normal-
ization methods, the mean-ratio normalization approach
showed better performance than classic z-scoring. This
result was expected, since the mean-ration normaliza-
tion forces that both input and output images to be pos-
itively defined (bias field is positive-definite). Further-
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Table 2: Test results from different options of the method using Model 2 architecture and best selection dataset. Lower coefficients indicate better
correction. Best results in bold

Metric Z-scoring Z-scroing + TTBN Mean norm. Mean norm + TTBN

CVWM 0.0853 ± 0.0067 0.0799 ± 0.0101 0.0452 ± 0.0040 0.0407 ± 0.0053

CVGM 0.2216 ± 0.0263 0.2229 ± 0.0240 0.1157 ± 0.0103 0.1132 ± 0.0114

CJV 0.7433 ± 0.0557 0.7308 ± 0.0456 0.6829 ± 0.0525 0.6299 ± 0.0354

more, the use of TTBN compared to classical predic-
tion in both cases showed an improvement in the per-
formance.

4.3. Supervised approach

The experimental results for the supervised approach
are given in Table 3. The conducted experiments can
be divided into three groups according to the method
that was used for the bias correction of the ground
truth volumes: 1) SPM12 only; 2) Selected SPM12
cases; 3) Best selection method. All supervised methods
presented in the following sections were trained using
Adam optimizer (Kingma and Ba, 2015) with default
parameters. Data generator function with batch size 1
was used to feed the network during 300 epochs (50
cases per epoch). The kernel size 7 was experimentally
chosen as the best fit for this project, and the filter size
8 was used.

4.3.1. Experiments with the SPM12 bias-corrected
dataset as ground truth

Model 1. Experiments using the Model 1 network ar-
chitecture were performed using different loss functions
and proposed adaptive smoothing layer The initial ex-
periment was the bias correction using the MAE loss
which obtained a mean CJV value of 0.6423. The next
change was the use of the adaptive smoothing as a first
layer of the model. The method in this experiment with
the MAE loss got the CJV of 0.6414, while with the
MAE G loss obtained a value of 0.7442. Transfer learn-
ing with a former model to the latter model was applied
and got a CJV of 0.6439. This test showed a noticeable
difference between the performance of the model with
different loss functions.

Model 2. Experiment using Model 2 with the pro-
posed feature matching technique and the combined
loss function that is made of MAE and MAE G loss
functions was performed. This model showed the mean
CJV value of 0.6974.

The best result for this set of experiments was ob-
tained using Model 1 architecture.

4.3.2. Experiments with the selected SPM12 bias-
corrected dataset as ground truth

Model 1. The initial experiment of this set was the use
of the MAE loss and training the model from scratch.
This method obtained the mean CJV value of 0.7904.
After, we trained the same model but the MAE loss was
changed to the proposed MAE G loss function and ob-
tained a value of 0.7849.

Experiments with the reduced SPM12 dataset did not
show better performance compared to experiments with
the full dataset. Therefore, further experiments that used
the selected SPM12 dataset were discarded.

4.3.3. Experiments with the selected best dataset from
the three state-of-the-art methods

The best results of three available bias correction
methods were combined to one dataset of 580 images.

Model 1. Experiment with the Model 1 network ar-
chitecture and MAE loss obtained the mean CJV value
of 0.6954.

Model 2. Model 2 architecture that was trained us-
ing the selected dataset and MAE loss got a value of
0.6416, while the same model with the combined loss
(MAE and MAE G) obtained the mean CJV of 0.6299.
The same model as previously used with the adaptive
smoothing layer showed the CJV of 0.6459.

From this set of experiments can be seen that the
Model 2 network architecture performed better com-
pared to Model 1 using the selected best dataset. Fur-
thermore, the adaptive smoothing layer was not able to
improve the result obtained by Model 2.

4.3.4. Comparison of the best obtained result with
state-of-the-art

The comparison of the existing bias correction meth-
ods with the proposed models is presented in Table 4.
As we can see our proposed Model 2 outperformed
compared bias correction methods for the CJV and
CVGM metrics and for the CVWM value behaved simi-
larly to the SPM12. It is worth to note that the proposed
method had also the lowest dispersion (standard devia-
tion).

In Figure 10 each boxplot shows the value of the dis-
persion of CJV coefficients in the test dataset for four
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Table 3: Supervised approach. Mean CJV values obtained for different strategies using three different ground truth datasets in the supervised
approach (MAE – mean absolute error; MAE G – mean absolute error of the gradient difference; AS – adaptive smoothing; FM – feature matching;
TL – transfer learning). The best result for each set is shown in bold

SPM12 only

No Model Loss AS FM TL Mean CJV

1

2

3

4

5

Model 1

Model 1

Model 1

Model 1

Model 2

MAE

MAE

MAE G

MAE G

MAE + MAE G

No

Yes

Yes

Yes

No

No

No

No

No

Yes

No

No

No

Yes

No

0.6423

0.6414

0.7442

0.6439

0.6974

Selected SPM12 cases

6

7

Model 1

Model 1

MAE

MAE G

No

No

No

No

No

No

0.7904

0.7849

Best selection

8

9

10

11

Model 1

Model 2

Model 2

Model 2

MAE

MAE

MAE + MAE G

MAE + MAE G

No

No

No

Yes

No

Yes

Yes

Yes

No

No

No

No

0.6954

0.6416

0.6299

0.6459

Figure 10: Mean CJV values for the test dataset corrected by three
different bias correction methods and by proposed Model 2. The pro-
posed network was trained on 580 images (filtered by an ensemble of
methods) for 300 epochs

methods. The smaller box length denotes the less dis-
persed data. Furthermore, the ends of two whiskers
show the range of scores. Thus, the smaller ranges indi-

cate less scattered data. Therefore, we can conclude that
the results of Model 2 were less dispersed and scattered
compared to other examined methods.

In Figure 11, the example of the bias correction is de-
picted. We can visually notice the difference between
the image containing intensity inhomogeneity and the
bias-corrected volume. In Figure 11d the histogram
of intensity distributions of this example image and its
bias-corrected version is presented. It is readily appar-
ent that the intensity distribution of the bias-corrected
volume is more reasonable than the distribution of the
original image because three peaks corresponding to the
three tissue type can be clearly differentiated.

4.4. Unsupervised approach

We tested the effect of applied changes in Model 3
network architecture. In Table 5 the comparison of the
proposed Model 3 and its reduced version R-Model 3
is shown. As can be seen, the latter model showed bet-
ter performance for all three evaluation metrics. These
results can be explained by a fact, that the bias field is
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(a) Original brain MRI (b) Bias field

(c) Corrected brain MRI (d) Intensity distributions

Figure 11: Example of the bias correction. (a) original not corrected data; (b) estimated bias field; (c) corrected brain MRI volume; (d) intensity
distributions histogram of the original and corrected volume

a low-frequency signal and by upsampling the image
from the lower resolution right to the higher resolution
we force the model to remove these low-frequency ar-
tifacts. Moreover, the execution time of the reduced
model is twice faster than Model 3. Therefore, R-Model
3 architecture was used in the conducted experiments.

To train the network we used two different optimizers
with their default parameters: 1) Adam; 2) AdaBound
(Luo et al., 2019). The loss function used in the training
process is custom Ltotal loss. To feed the network during
50 epochs (10 cases per epoch) a data generator func-
tion was used with batch size 1. Similarly to the super-
vised method, data augmentation within the generator
was performed. The results of performed experiments
with the unsupervised approach are presented in Table
6.

The experiments can be divided into two groups on
the basis of the used optimizer:

• Adam. The starting point of experiments was the
use of default values for the loss weights, which
is [1, 1]. The result obtained was the CJV of
0.8483, while for [0.5, 1] we got the CJV value of
0.7843. Afterwards, the adaptive smoothing layer
was used in the proposed model as a first layer and
the obtained result was a value of 0.8411. These

results show that better performance of the model
using the Adam optimizer was achieved by giving
smaller weights to the Limage loss.

• AdaBound. Using the AdaBound optimizer train-
ing of the model was performed using two differ-
ent loss weights: [1, 1], [0.5, 1]. For the former
case resulting CJV was 0.8869, for the latter we
got a value of 0.7889. With the use of the adap-
tive smoothing layer proposed model obtained the
CJV of 0.8541. It can be seen that the model using
[0.5, 1] loss weights performed better compared to
standard weights.

From the results obtained, we can conclude that both
of the tested optimizers perform similarly and do not
show a big difference in model results. The use of
the adaptive smoothing layer did not show an improve-
ment in performance of the model. However, the best-
obtained result was achieved using Adam optimizer.

4.4.1. Comparison of the proposed unsupervised
method with the state-of-the-art

The comparison of bias correction methods with the
proposed unsupervised method is presented in Table 7.
The lower value indicated better correction of the vol-
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Table 4: Bias Correction Methods Comparison with the Proposed Supervised Approach. Best results in bold

Metrics Original SPM12 ANTS CFBC Model 2

CVWM 0.0951 ± 0.0322 0.0392 ± 0.0074 0.0443 ± 0.0067 0.0487 ± 0.0118 0.0407 ± 0.0053

CVGM 0.1540 ± 0.0257 0.1144 ± 0.0135 0.1221 ± 0.0126 0.1255 ± 0. 0143 0.1132 ± 0.0114

CJV 0.9336 ± 0.2963 0.6677 ± 0.0718 0.6988 ± 0.0534 0.6725 ± 0.0545 0.6299 ± 0.0354

Table 5: Test results from proposed models. Lower coefficients indi-
cate better correction. Best results in bold

Metric Model 3 R-Model 3

CVWM 0.0955 ± 0.0311 0.0805 ± 0.0272

CVGM 0.1541 ± 0.0243 0.1399 ± 0.0185

CJV 0.9412 ± 0.2942 0.8483 ± 0.2460

Trainable params. 2,066,801 1,803,265

Execution time 0.8 s 0.4 s

ume. Compared to the existing bias correction meth-
ods proposed method was not able to perform better by
the value of CJV and CVWM metric. However, the pro-
posed method obtained a similar mean CJV and lower
standard deviation for the CVGM metric compared to the
CFBC approach.

5. Discussion

In this paper, we presented a new method for MRI
bias field correction using deep learning. Two different
approaches were implemented – supervised and unsu-
pervised. It was possible to achieve state-of-the-art re-
sults using the supervised training approach. Using the
unsupervised approach, we could not reach the same re-
sults. However, the experiments showed considerable
improvement from the original results.

The dataset used in this project does not contain
ground truth of the bias field, therefore, we had to per-
form the bias correction and make ground truth images
before the work with the models. As we know, inten-
sity inhomogeneity correction tools do not perform the
bias correction equally good for all the images. The rea-
son for that is the optimization nature of those tools.
Initially, SPM12 was used for the bias field correction
task of the whole dataset, after we decided to check the
performance of different bias correction tools. For this
purpose, we compared the corrections of three meth-
ods: SPM12, N4, and CFBC. As the experimental re-
sults showed, the SPM12 performed better than the oth-

ers. When interpreting the previously obtained results
in percentage terms we observed that the dataset com-
bined from different correction methods contains 85.5%
images processed by SPM12, 11.2% by CFBC method,
and 3.3% by ANTS.

We trained the models using both datasets and as
it was expected that the network trained using a com-
bined dataset performed better than the one corrected
only by SPM12 toolbox. The explanation for this is that
by training on the ensemble of methods we are getting
the best of each method because these approaches have
their strengths and weaknesses.

It was somehow unexpected that the proposed ap-
proach would perform better than existing bias correc-
tion methods as initially it was trained to mimic the
SPM12 behavior. However, we believe that the pro-
posed method was able to learn the average concept of
the bias field from the training volumes though some of
the samples were better corrected than the others (due
to the optimization nature of the existing methods).

Moreover, it was experimentally proven that perform-
ing the test of the model in the training mode improves
the performance of the network. The reason for the bet-
ter results is that in the training mode batch normaliza-
tion layers use current values for the mean and standard
deviation preventing the suboptimal results when using
small batch size.

For the unsupervised method, we were not able to
get the result better than the other methods, but the ex-
periments showed great improvement in results. Two
different network architectures were tested and a model
with fewer layers showed better performance compared
to the original one. We think that the reduced model
was able to better deal with the low-frequency noise
from the input volume. Moreover, the impact of dif-
ferent loss weights was shown during the conducted ex-
periments. Giving a smaller weight to the image loss
and bigger weight to the bias field loss has brought sig-
nificant changes to the model performance.

6. Conclusions

In this paper, we proposed a novel method for MRI
bias field correction using deep learning. Two different
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Table 6: Unsupervised approach. Mean CJV values obtained for different experiments using the IXI dataset in the unsupervised approach (AS –
adaptive smoothing). The best result for each set is shown in bold

Original IXI dataset

No Model Loss weights
[Limage; Lbias]

Optimizer AS Mean CJV

1

2

3

R-Model 3

R-Model 3

R-Model 3

[1, 1]

[0.5, 1]

[0.5, 1]

Adam

Adam

Adam

No

No

Yes

0.8483

0.7843

0.8411

4

5

6

R-Model 3

R-Model 3

R-Model 3

[1, 1]

[0.5, 1]

[0.5, 1]

AdaBound

AdaBound

AdaBound

No

No

Yes

0.8869

0.7889

0.8541

Table 7: Bias Correction Methods Comparison with the Proposed Unsupervised Approach. Best results in bold

Metrics Original SPM12 ANTS CFBC R-Model 3

CVWM 0.0951 ± 0.0322 0.0392 ± 0.0074 0.0443 ± 0.0067 0.0487 ± 0.0118 0.0610 ± 0.0069

CVGM 0.1540 ± 0.0257 0.1144 ± 0.0135 0.1221 ± 0.0126 0.1255 ± 0. 0143 0.1255 ± 0.0084

CJV 0.9336 ± 0.2963 0.6677 ± 0.0718 0.6988 ± 0.0534 0.6725 ± 0.0545 0.7843 ± 0.0830

approaches were followed in this work, supervised and
unsupervised.

We used the U-Net model with a multiplicative resid-
ual connection. The IXI dataset that was used for the
training has no ground truth of the bias field, there-
fore the intensity inhomogeneity correction was per-
formed using different existing tools (SPM12, ANTS,
and CFBC). It was shown that the model trained on the
dataset corrected by the ensemble of these methods per-
formed better than the one that uses a single method.
From an efficiency point of view, the proposed super-
vised method is able to correct 3D brain volume in 1
second which is 30 times faster than ANTS and 300
times faster than SPM12. We showcased the impact of
proper data normalization on the quality of the proposed
method. Moreover, an improved prediction strategy us-
ing the batch normalization in training mode at test time
(TTBN) was presented.

The proposed approach outperformed the related
state-of-the-art methods in both efficiency and perfor-
mance terms. Furthermore, the proposed bias correc-
tion method is fully automatic and does not require any
information about the tissue types or intensity distribu-
tions, and can be included in complex pipelines as part
of the preprocessing.

The other proposed unsupervised method was not
able to outperform the existing methods, but it showed
promising results during the work on this project.
Therefore, future work might be done on the develop-
ment of this approach.
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Abstract

Identifying pathology in medical imaging data is a crucial step for patient diagnosis, treatment and prognosis. Deep
learning, particularly convolutional neural networks, has led to breakthroughs in computer-aided diagnosis and de-
tection. Nonetheless, these methods are heavily dependent on large number of training samples, which is not often
available in medical imaging field. Moreover, while state-of-art supervised segmentation methods rely on precise
voxel-wise annotations, manual lesion delineation in medical images is extremely laborious and time consuming task.
Recent advancements in the field of generative adversarial networks (GAN) show promising results in generating
realistic data samples for the purpose of augmenting datasets for downstream tasks, however the quality of samples
generated by GANs also depends on the variability and size of the training set, particularly for large images. Unlike
the majority of recent GAN methods, which focus on generation of either unlabeled samples or data restricted to
particular classes, we propose a framework for controllable pathological image synthesis. Our approach is inspired
by CycleGAN, where instead of generating images from random noise, we perform cycle-consistent image-to-image
translation between two domains: healthy and pathological. Guided by a semantic map, an adversarially trained gen-
erator synthesizes pathology on a healthy image in the specified location. We demonstrate our approach in two distinct
applications: a public dataset for brain tumors segmentation (BraTS2018) and an institutional dataset of cerebral mi-
crobleeds in traumatic brain injury patients. We subsequently utilize synthetic images generated with our method
for data augmentation for the detection of cerebral microbleeds. Enriching the training dataset with synthetic images
produced by our method exhibits the potential to increase sensitivity of cerebral microbleeds in traumatic brain injury
detection system. The model trained only on real samples achieves an average sensitivity of 88% at 20 false positives
per patient, after augmenting the training set with synthetic samples the model achieves an average sensitivity of 92%
at the same rate of false positives per patient.

Keywords: Generative Adversarial Networks, Data Augmentation, Cerebral Microbleeds, MRI, Detection

1. Introduction

Medical image synthesis is defined as generation
of quantitatively accurate and realistic-looking images
(Frangi et al., 2018). Synthetic images have proven to
be useful in number of medical image analysis problems
(Bowles et al., 2017; Shin et al., 2018; Sun et al., 2018).

Generation of realistic medical images is a challeng-
ing task. Synthesis of good quality high-resolution im-
ages from random noise requires often prohibitively
large numbers of training samples. The methods apply-
ing noise-to-image synthesis are forced to rely on small
patch based approaches, which further limits usability

of generated images. Recently, a number of methods
synthesizing pathology on normal images with GANs
have been proposed (Gupta et al., 2019; Wei et al.,
2019). These methods rely on cycle-consistent GANs
(Zhu et al., 2017) to perform pathological-to-healthy
and healthy-to-pathological synthesis. Pathological-to-
healthy (also known as pseudo-healthy synthesis) is de-
fined as generation of subject-specific healthy images
corresponding to the diseased ones (Figure 1). It can be
useful both for clinical and research purposes. Particu-
larly the resulting pseudo-healthy image can serve as a
means for object detection (Sun et al., 2018) or segmen-
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Figure 1: Top left quadrant: pseudo-healthy synthesis from brain tumour images (pathological image, pathology annotation, pseudo-healthy
image), top right quadrant: pseudo-pathological synthesis of brain tumour images (healthy image, pathology annotation, pseudo-pathological
image), bottom left quadrant: pseudo-healthy CMB image synthesis (pathological image, pathology annotation, pseudo-healthy image), bottom
right quadrant: pseudo-pathological CMB image synthesis (healthy image, pathology annotation, pseudo-pathological image).

tation (Vorontsov et al., 2019).
Healthy-to-pathological synthesis (here referred to as

pseudo-pathological synthesis) is a generation of im-
ages with pathology corresponding to the healthy ones,
while preserving subject identity (Figure 1). Genera-
tion of these images could be used in such applications
as data augmentation (Gupta et al., 2019; Shin et al.,
2018; Wei et al., 2019) or modeling of subject specific
changes in disease progression (Bowles et al., 2018; Xia
et al., 2019).

A recent trend is using synthetic pathological im-
ages for data augmentation to improve generalization of
classification, detection or segmentation networks (Shin
et al., 2018). Particularly, the small number of posi-
tive pathological samples in comparison to normal ones
is a common challenge in the field of medical image
analysis. Image transformations (Hussain et al., 2017)
and various sampling strategies (Dubey et al., 2014)
have been adopted as a classical ways to tackle class-
imbalance. However, the improvement in performance
they introduce is limited, as the issue of a small training
set not fully representing the underlying data distribu-
tion is not addressed. In contrast, the use of synthetic
data can augment and increase diversity in the training
set (Mariani et al., 2018). One of the possible ways to
tackle the class imbalance is by using GANs for syn-
thesis of positive samples from negative ones. Several
recent studies (Gupta et al., 2019; Wei et al., 2019) pro-
posed applying CycleGAN (Zhu et al., 2017) to per-
form healthy-to-pathological synthesis to create patho-
logical images from healthy ones. Although CycleGAN
demonstrates the ability to successfully learn mapping
functions between two distinct probability distributions,
it was shown (Chu et al., 2017) that in case of one-to-
many mapping (detailed description in Section 3.3.) the

synthesis problem is ill-posed.

Furthermore, the area of medical image synthesis
where the generation process could be controlled by an
input semantic mask is underexplored. Majority of pa-
pers currently focus on generation of either unlabeled
data or images belonging to restricted classes, rather
than simultaneously generating per pixel/voxel annota-
tion –although the latter would bring more benefit to a
number of applications.

In pseudo-healthy or pseudo-pathological synthesis,
we not only aim to generate images but also to pre-
serve subject identity, which leads to a number of new
challenges. Supervised methods require paired data
(ground truth), which is not possible to obtain in case
of pseudo-healthy or pseudo-pathological synthesis, as
a given subject can not be healthy and have a pathology
at the same time. Meanwhile, longitudinal data could
be scarce and contain ageing-induced changes.

In a recent work by Xia et al. (2020), a cycle-
consistent GAN is used to perform pathological-to-
healthy and healthy-to-pathological synthesis. To ad-
dress the one-to-many problem, the pathology is ex-
plicitly factorized during training of the networks. The
method has shown promising results in pseudo-healthy
synthesis, however its ability to generate high quality
pseudo-pathological images is not explicitly evaluated.
Moreover, the method is 2D, which limits its applicabil-
ity in the range of medical image analysis tasks, where
pathology often requires the 3D context to be properly
identified. Overall, there is a large number of papers
demonstrating impressive results with 2D natural image
synthesis (Brock et al., 2018), whereas the progress on
the generation of 3D medical images is still limited.
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1.1. Overview

In this paper, we focus on synthesis of 3D medical
images through pathology factorization and adversarial
cycle-consistent learning. Inspired by Xia et al. (2020),
we perform pathological-to-healthy and healthy-to-
pathological image synthesis, factorizing pathology into
a semantic map. Our approach is based on Cycle-
GAN, extended with pathology annotation as additional
input and abnormality mask (Sun et al., 2018) loss
which enforces preservation of identity in regions out-
side of the pathology map. We additionally modify
the identity preservation pathway of a CycleGAN en-
forcing the lesions to be synthesized (in-painted) ex-
clusively in the area specified by the annotation pro-
vided. Unlike the majority of recent methods in liter-
ature, our approach is 3D. We demonstrate our solution
on two different datasets: Brain Tumor Segmentation
(BraTS2018) dataset (Bakas et al., 2018; Menze et al.,
2015) and an institutional dataset of cerebral microb-
leeds in traumatic brain injury (TBI) patients (Figure 1).

1.2. Cerebral microbleeds in traumatic brain injury

The clinical prognosis for patients with TBI currently
is estimated using Glasgow Coma Scale and the assess-
ment of large hemorrhages on Computed Tomography
images. The prognostic precision of these two methods
is limited (van den Heuvel et al., 2016a).

Recent clinical findings suggest (Werring, 2011) that
clinical prognosis for patients with TBI is related to
cerebral microbleeds (CMBs). CMBs are caused by
leakages of small blood vessels, where hemosiderin de-
posits lead to focal dephasing of the MRI signal (Roob
et al., 1999). Susceptibility Weighted Imaging (SWI),
a sequence of MRI, is known to have a high sensitivity
in detection of CMBs (Liu et al., 2014). In size, CMBs
have a diameter of less than ten millimeters. As de-
scribed by Greenberg et al. (2009), on the SWI sequence
CMBs appear as “spherical hypointense lesions”. In
TBI cases, CMBs could also have an elongated shape.

Detection of CMBs can provide useful information
for the clinical prognosis of patients with TBI. How-
ever, this task is not trivial: due to their small size and
visual similarity with blood vessels on 2D projections,
estimated time for manual annotation of CMBs is ap-
proximately 1 hour per scan (van den Heuvel et al.,
2016a), which is prohibitively time consuming in clin-
ical settings. While recently a number of methods for
automatic detection of CMBs have been proposed (Dou
et al., 2016; van den Heuvel et al., 2016a), these meth-
ods are limited by the small number of training samples.

In this paper, we investigate how an automatic CMB
detection system can benefit from synthetic data gener-
ated with our approach. We train a model to synthesize
CMBs on healthy scans. Afterwards, we enrich the real
training dataset with synthetic images produced by our
model.

1.3. Key contributions
The contributions of this work are the following:

1. We extend the method of Xia et al. (2020) to 3D.
Leveraging 3D context expands applicability of the
approach to a wider range of tasks, particularly in
the medical domain.

2. We propose an alternative approach of
pathological-to-healthy and healthy-to-
pathological synthesis, capable of synthesizing
high quality pseudo-pathological images. Our
approach, guided by semantic binary map, allows
controllable synthesis of pathological images from
healthy ones.

3. We demonstrate our solution on two datasets:
high-grade glioblastoma (HGG) images from the
BraTS2018 challenge and an institutional dataset
of CMB in TBI patients.

4. We utilize the generated synthetic CMB images for
data augmentation in CMB detection task in TBI
patients.

2. State of the art

In this section, we review literature related to our
study. Firstly, we discuss non-deep learning and deep
learning methods focusing on pathological-to-healthy
synthesis (Section 2.1). Secondly, we describe recent
methods which synthesize pathology on healthy data
(Section 2.2). Thirdly, we review several related meth-
ods applying factorized representation in medical imag-
ing (Section 2.3). We then describe recent methods us-
ing GAN synthesized images for data augmentation in
down-stream tasks.

2.1. Pathological-to-healthy synthesis
2.1.1. Non-deep learning methods

Tsunoda et al. (2014) have proposed a pseudo-normal
synthesis method to extend the application of temporal
subtraction system for lung nodule enhancement in ab-
sence of previous patients scans. In their approach, the
normal image is selected from a broad database of other
patients, and deformed to fit the target patient. A num-
ber of early methods for pseudo-normal image synthe-
sis relied on patch based, dictionary learning approach
(Cao et al., 2012; Roy et al., 2011; Ye et al., 2013). First,
the dictionary of source and target domain patches is
created, then image synthesis is performed as a propa-
gation of patches based on a specific similarity metric.

Bowles et al. (2016) have proposed a method that re-
lies on voxel-wise kernel regression to synthesise a sub-
ject’s pseudo-healthy FLAIR image from the respective
T1-weighted image. The method is based on learning
local relationships between intensities in T1-weighted
and FLAIR image pairs of healthy subjects. One of the
prerequisites assumed in the method is that the pathol-
ogy is not prominent in T1-weighted images, which
does not hold true in all of the cases.
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2.1.2. Deep learning methods

Recent advancements in deep learning have allowed
to perform more elaborate non-linear mappings and in-
crease the scale of image synthesis methods. This
progress is largely attributed to GANs and variational
autoencoders (VAE).

The majority of autoencoder methods rely on learn-
ing density estimates of healthy data in the latent space.
Uzunova et al. (2019) designed an unsupervised method
for pathology detection training a conditional varia-
tional autoencoder on exclusively healthy data, condi-
tioned on relative position of patches. Baur et al. (2018)
used pseudo-healthy synthesis as a means for brain le-
sion detection applying adversarial training and deep
representation learning. Their model was trained only a
set of normal data and without any labels. Schlegl et al.
(2017) proposed to create a generative model of healthy
local anatomical appearance, and subsequently use it for
pathology detection. The majority of the autoencoder
methods are trained exclusively on data without pathol-
ogy to ensure synthesized samples belong to the dis-
tribution of healthy samples and subsequently used for
pathology detection. However, a recent study by (Nal-
isnick et al., 2018) suggests against using the learned
manifolds from deep generative models to identify in-
puts similar to the training distribution.

GANs proposed by Goodfellow et al. (2014) and,
have been widely adopted for medical image synthesis
task. A number of methods focus on pseudo-healthy
synthesis to aid pathology segmentation or detection
tasks. Certain diseases can introduce global changes to
the organ which can not be estimated by only pathology
mask, for instance, the brain affected by neurodegener-
ative diseases, such as Alzheimer’s disease. Baumgart-
ner et al. (2017) propose visual feature attribution map
to aid detection and visualization of disease effect. (Sun
et al., 2018) proposed a method for semi-supervised im-
age segmentation based on adversarial image synthe-
sis. The abnormal-to-normal translation is performed to
generate how a normal medical image would look like
given its abnormal counterpart. The method is based on
cycle-consistent GAN and relies on abnormality mask
loss to learn which parts of the image should be in-
painted or preserved. The resulting pseudo-healthy im-
ages are subsequently subtracted from their patholog-
ical originals and binarized to obtain a segmentation
prediction. Vorontsov et al. (2019) proposed a semi-
supervised method combining image-to-image transla-
tion between weak binary labels (indicating the pres-
ence of lesions), with fully supervised segmentation on
a fraction of samples. Andermatt et al. extended Cy-
cleGAN to translate images between the domains of
healthy and pathological images with residual genera-
tors explicitly modeling the pathology segmentation. In
order to specify a single representation of the pathol-
ogy, the translation from the healthy to the pathological

domain is performed with a variational autoencoder.
The study of (Cohen et al., 2018) demonstrates how

distribution losses (as used in CycleGAN) can halluci-
nate or hide a pathology in translation between domains
tasks (FLAIR to T1), when one of the classes (patholog-
ical or healthy) are under- or over-represented.

2.2. Healthy-to-pathological synthesis

In the work of Xia et al. (2019), the learnt joint distri-
bution of brain MRI scans and corresponding ages was
used to simulate subject-specific aged images by a net-
work conditioned on patients age, thus helping to dis-
tinguish healthy ageing from accelerated one. Bowles
et al. (2018) used a GAN to model Alzheimer disease
related features and show their correspondence with
the changes observed over a longitudinal examination.
Gupta et al. (2019) used a CycleGAN that synthesizes
bone lesions on images without pathology to mitigate
class imbalance in a bone X-ray dataset. Similarly, (Wei
et al., 2019) used a CycleGAN to map from the source
domain of normal colonic mucosa images to synthetic
colorectal polyp images.

2.3. Factorized representation

In factorized representation, learning “different ex-
planatory factors of the data which tend to change in-
dependently of each other” (Bengio et al., 2013) are
disentangled. Chartsias et al. (2019) hypothesized that
medical images are naturally composed of spatial fac-
tors and factors that denote the imaging characteristics,
and demonstrated how anatomy could be disentangled
from medical imaging modality. Joyce and Kozerke
(2019) proposed a controllable data synthesis method
that learns a disentangled representation of 3D medi-
cal data. Particularly, the model learns the spatial struc-
ture of the data, represented by an ‘anatomical factor’,
and an anatomy deformation represented by a ‘render-
ing factor’. Xia et al. (2020) proposed a method of
pseudo-healthy synthesis where pathology is explicitly
factorized from anatomy through the segmentation net-
work.

2.4. Data augmentation

The limited number of training samples is a com-
mon challenge for deep learning methods in the medical
domain, where pathology is uncommon by definition.
Even when the data is available, obtaining manual anno-
tations is labor-intensive, time-consuming and requires
expertise. Recently, multiple studies have been done
on utilizing GANs to create synthetic data for the pur-
pose of augmenting the training dataset. Frid-Adar et al.
(2018) applied classical data augmentation to a train-
ing set of liver CT images to train a GAN, subsequently
combining the classical augmentation with images syn-
thesized by GAN to train a liver lesion classifier. Yang
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et al. (2018) proposed a class-aware adversarial syn-
thesis method to generate lung nodules on CT scans.
The framework is composed of a patch-inpainter condi-
tioned on random latent variables and the target nodule
label with class-aware discriminators. Sandfort et al.
(2019) used a CycleGAN to synthesize contrast CT im-
ages from non-contrast ones and subsequently using the
last for data augmentation in training a segmentation
network. Han et al. (2019) used a 3D multi-conditional
GAN to generate lung nodules and place those on lung
CT images to augment the dataset for 3D object detec-
tion. Shin et al. (2018) proposed a framework to gen-
erate synthetic pathological images with brain tumors
from healthy brain segmentations and tumour annota-
tions.

3. Materials and methods

3.1. Data

In this paper, we demonstrate our method on two
datasets: BraTS2018 and an institutional dataset of TBI.

3.1.1. BraTS2018
We use fluid-attenuated inversion recovery (FLAIR)

data of the BraTS2018 challenge dataset as this se-
quence has a better representation of HGG then T1 and
T2 and is used by radiologists for tumour annotation
(Menze et al., 2015). The BraTS2018 HGG dataset con-
sists of 210 images, it is released skull-stripped, resam-
pled to isotropic resolution of 1 mm3, with tumour an-
notations provided. We split the dataset into training,
validation and testing subsets consisting of 110, 30, 70
scans correspondingly.

3.1.2. Cerebral microbleeds in Traumatic Brain Injury
The TBI dataset used in this study initially consisted

of scans from 33 patients with varying TBI severity
(moderate to severe) and 18 healthy subjects. For each
subject, an SWI scan has been acquired using a 3T MRI
scanner (Siemens Magnetom Trio). All scans had the
resolution of 0.98 0.98 1 mm3, a flip angle of 15, were
acquired with a repetition time of 27 ms, an echo time
of 20 ms and a bandwidth of 120 Hz/pixel. Manual de-
lineation of CMBs in TBI scans is extremely time con-
suming ( 1 hour/scan–van den Heuvel et al. (2016b)).
Initially, a single trained expert annotated all 33 patho-
logical scans. A subset of 10 patient scans has been
manually annotated by 6 trained experts following the
Microbleed Anatomic Rating Scale (MARS) guidelines
(Gregoire et al., 2009) to be later used for evaluation of
a CAD system and measurements of inter-reader vari-
ability. The remaining scans have been used to train
the CMB detector (van den Heuvel et al., 2016b). The
trained detector has been inferred again on the larger set
of data (including original training set) to obtain new
annotations, which subsequently have been refined by

a trained expert (neuroradiologist). These annotations
are used further in our study. The dataset consisted of
85 scans belonging to 51 patients, with some patients
having scans at two different timepoints. We subse-
quently split the dataset into training (46 pathological
and 14 healthy scans), validation (11 pathological and
4 healthy) and testing (10 pathological). There were no
overlapping patients between the subsets of the dataset.

3.1.3. Preprocessing
The images were clipped between 0 and 99.5 per-

centile of intensity and then rescaled to the range [0,1].
We sample the scans perpendicular to the axial plane
as it carries the highest amount of information in brain
MRI.

In the 2D setting, we select 60 middle slices from
each brain MRI scan and crop them to the width of 160
and length of 208 pixels. Using a ground truth we label
a slice as pathological if its annotation contains at least
1 pixel of lesion, otherwise it is labeled as healthy.

The 3D setting imposes memory and computational
constraints. In order for the GAN to develop a good
grasp of a brain’s anatomy, we need to preserve the full
axial plane. Resampling to lower resolution leads to a
loss of image quality and details, which is undesirable
taking into account that the CMB lesions are normally
smaller that 10 mm in size. Thus, we first crop the vol-
umes to the size (160,176,150) to minimize the empty
background. Subsequently, we extract patches of size
(160,176,32) with a 50% overlap in the direction per-
pendicular to the axial plane.

3.2. Problem statement and notation

Here, we denote a healthy sample xhi with empty
pathology mask yhi , where xhi belongs to the healthy
data distribution, xhi ∼ H. A pathological sample is de-
noted as xpi with the corresponding pathology mask ypi ,
where xpi belongs to the pathological data distribution,
xpi ∼ P. Our objective is two-fold: given xhi and a ran-
dom pathology mask ypi , generate a synthetic image x̃pi

such that x̃pi ∼ P, and given xpi (and a suitable pathol-
ogy mask ypi ), generate a synthetic image x̃hi such that
x̃hi ∼ H. The index i specifies a subject identity and is
omitted further for simplicity purposes.

3.3. Pathology factorization necessity

Healthy-to-pathological synthesis is a one-to-many
problem. While it is generally presumed that there ex-
ists a single x̃h corresponding to xp, the reverse prob-
lem has infinitely many solutions. In other words, there
could be many versions of pathological samples (lesions
of different sizes, shapes and at different locations) cor-
responding to a healthy one. When a CycleGAN trans-
lates xp to x̃h, the pathology information should be lost,
however the cycle-consistency loss forces the network
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Figure 2: An overview of our method: in the HPH cycle (top) GHP synthesizes a pseudo-pathological image x̃p1 from a real healthy image xh1 .
The critic DP learns to distinguish between real (xp2 ) and fake (x̃p1 ) pathological samples and encourages GHP to generate more realistic samples,
in the PHP cycle (bottom) GPH synthesizes a pseudo-healthy image x̃h2 from a real pathological image xp2 . The critic DH learns to distinguish
between real (xh1 ) and fake (x̃h2 ) healthy samples and encourages GPH to generate more realistic samples.

to still be able to reconstruct the initial input. Thus, Cy-
cleGAN has to either encode the information within the
generated x̃h samples (Chu et al., 2017; Xia et al., 2020)
or within the generators capacity.

3.4. Proposed approach and model training

The schematic of the proposed approach along with
training losses is shown in Figure 2. The inter-
domain translation is performed in a CycleGAN fash-
ion: the model consists of two generators and two
discriminators. The configuration comprises of two
cycles: healthy-to-pathological (HPH) synthesis and
pathological-to-healthy (PHP) synthesis.

In the HPH cycle, the healthy-to-pathological gener-
ator GHP receives as input the healthy image xh1 and
a random pathology mask yp1 , concatenated along the
channel dimension. The task of GHP generator is to
synthesize a pseudo-pathological image x̃p1 , such that
the pathology would be located in the areas provided
by the mask yp1 , while the rest of the image should re-
main unchanged. The goal of the discriminator DP is

to distinguish between real (xp2 ) and fake (x̃p1 ) patho-
logical samples. The obtained pseudo-pathological im-
age x̃p1 is then concatenated with its pathology mask
yp1 and passed to the pathological-to-healthy generator
GPH . The task of GPH is to reconstruct the input im-
age x̂p2 . Additionally, to enforce preservation of identity
and reassure that GPH does not modify a healthy image
the xh1 concatenated with yh and passed through GPH .

In the PHP cycle, the concatenated xp2 and yp2 are
passed through the pathological-to-healthy generator
GPH . The goal of GPH generator is to synthesize a
pseudo-healthy image x̃h2 , i.e. ’hide’ the pathology
specified by yp2 . The goal of the discriminator DH is
to distinguish between real (xh1 ) and fake (x̃h2 ) healthy
samples. The resulting pseudo-healthy image x̃h2 is then
concatenated with the pathology mask yp2 and passed
to the healthy-to-pathological generator GHP, which re-
constructs the original image x̂p2 . To ensure that no le-
sion is created outside the mask provided a pathologi-
cal image xp2 concatenated with yh and passed through
GHP. The abnormality mask loss is used to stabilize the
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training and enforce in-painting only the area of an im-
age specified by mask.

3.5. Networks architecture
For a 2D setting, we used models proposed by Xia

et al. (2020) for both configurations. The details of the
networks architecture for 3D setting are described be-
low.

3.5.1. Generators
The generators GHP and GPH have an architecture

consisting of an encoder and decoder (see Figure 3),
inspired by Xia et al. (2020). We use two long skip
connections from the encoder to the decoder branch,
in order to better preserve details of the image. Two
downsampling steps are performed in each genera-
tor. We use strided convolution to perform downsam-
pling (stride=2) instead of max-pooling as it is train-
able (Springenberg et al., 2014). The encoder is fol-
lowed by 6 residual blocks, to alleviate gradient van-
ishing. Upsampling steps are performed with interpola-
tion followed by convolution. We avoided using trans-
posed convolution layer as those are known for caus-
ing checkerboard artifacts (Odena et al., 2016). Each
convolutional layer, besides the last one, is followed by
a leaky ReLU activation function (negative slope=0.2).
The last convolutional layer of the generator is followed
by a sigmoid activation function, as our input is scaled
between 0 and 1. The detailed description of convolu-
tional (CB) and residual (RB) blocks is shown in Figure
3.

3.5.2. Discriminators
The architecture of the discriminators DP and DH is

shown in Figure 3. It is composed of five convolutional
layers with isotropic filters (kernel size = 4). Downsam-
pling is performed using strided convolution (stride=2).
Each convolutional layer is followed by a leaky ReLU
activation function (negative slope=0.2). The last con-
volutional layer does not have an activation function.

3.6. Losses
The model is trained with four different types of

losses: identity loss, cycle consistency loss, adversar-
ial losses, and abnormality mask loss. The detailed de-
scription of each is provided below.

3.6.1. Identity loss
The main goal of identity loss is to discourage the

generators GHP and GPH from modifying input images
which already belong to a target domain.

In the PHP cycle, where the pathology map is used,
the generator GPH is trained to in-paint only the areas
specified by the abnormality map.

LID1 = Exh1∼H,yh∼Mh

[∥∥∥GPH(xh1 , yh) − xh1

∥∥∥
]

(1)

In the PHP cycle without a pathology map, the GPH

generator is tasked to not only to in-paint the pathology
but also to localize it.

LID1 = Exh1∼H

[∥∥∥GPH(xh1 ) − xh1

∥∥∥
]

(2)

In the HPH cycle, we enforce the pathology to be syn-
thesized in regions provided by a binary semantic map.
If the provided map is empty the image should not be
modified.

LID2 = Exp2∼P,yh∼Mh

[∥∥∥GHP(xp2 , yh) − xp2

∥∥∥
]

(3)

3.6.2. Cycle consistency loss
Cycle consistency loss is a key factor in preservation

of subject identity. In the PHP cycle, the main task of
cycle consistency loss is to encourage the generator GHP

to reconstruct the pathological image xp2 such that the
resulting x̂p2 = GHP(x̃h2 , yp2 ) is as close as possible to
the original input pathological image x̂p2 ≈ xp2

LCC2 = Exp2∼P

[∥∥∥x̂p2 − xp2

∥∥∥
]

(4)

In the HPH cycle, the purpose of the cycle consis-
tency loss is to enforce reconstruction of the healthy
image xh1 , by generator GPH , such that the resulting
x̂h1 = GPH(x̃p1 , yp1 ) is as close as possible to the orig-
inal input healthy image x̂h1 ≈ xh1 .

In the HPH cycle without an input pathology mask,
the cycle consistency loss encourages GPH to recon-
struct the healthy image xh1 such that the resulting x̂h1 =

GPH(x̃p1 ) is as close as possible to original input healthy
image x̂h1 ≈ xh1 .

LCC1 = Exh1∼H

[∥∥∥x̂h1 − xh1

∥∥∥
]

(5)

3.6.3. Adversarial loss
To control the generation of synthetic healthy and

pathological images we use Wasserstein loss with gra-
dient penalty (Gulrajani et al., 2017).

LGAN1 = Exp2∼P[Dp(xp2 ) − Dp(x̃p1 )

+ λGP(
∥∥∥∇ẋp2

(ẋp2)
∥∥∥

2
− 1)2]

(6)

where xp2 is a batch of pathological images, x̃p1 is a
batch of pseudo-pathological images, DP is the discrim-
inator used to distinguish real and synthetic pathologi-
cal images. (ẋp2 is defined as (ẋp2 = (1 − α)GHP(xp2 ) +

αxp2 , α ∼ U[0, 1].

LGAN2 = Exh1∼H[DH(xh1 ) − DH(x̃h2 )

+ λGP(
∥∥∥∇ẋh1

(ẋh1)
∥∥∥

2
− 1)2]

(7)

Similarly, here xh1 is a batch of healthy images, x̃h2

is a batch of pseudo-healthy images, DH is the dis-
criminator used to distinguish between real and syn-
thetic healthy images. (ẋh1 is defined as (ẋh1 = (1 −
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Figure 3: The architecture of the generator networks GPH and GHP, and the discriminator networks DP and DH (top). A structure of residual and
convolutional blocks (bottom).

α)GPH(xh1 ) + αxh1 , α ∼ U[0, 1]. The first two terms,
in both aforementioned equations measure the Wasser-
stein distance between real and synthetic pathological
and healthy images correspondingly. The last, in both
equations is a gradient penalty loss. As in (Gulrajani
et al., 2017; Xia et al., 2020) the parameter λGP = 10.

3.6.4. Abnormality mask loss
The abnormality mask loss enforces preservation of

subject identity and stabilizes the training (Sun et al.,
2018).

LAM = Exp2∼H,yp∼Mp

[∥∥∥(xp2 − x̃h2 ) ∗ (1 − yp2 )
∥∥∥
]

(8)

3.6.5. Total loss
The overall loss is a weighted sum of the aforemen-

tioned individual losses:

Ltotal =λGAN1 LGAN1 + λGAN2 LGAN2

+ λCC1 LCC1 + λCC2 LCC2

+ λID1 LID1 + λID2 LID2 + λAMLAM ,

(9)

where λGAN1 = λGAN2 = 1, λCC1 = λCC2 = 10, λID1 =

λID2 = 5, and λAM = 10.

4. Experimental setup

4.1. Baseline

As a baseline, we adopt the semi-supervised
method of pseudo-healthy image synthesis proposed
by Xia et al. (2020), which consists of two cycles:
pathological-to-healthy (PH) and healthy-to-healthy
(HH). In the PH cycle, the pathology is disentangled

through the segmentation network, while the generator
network is adversarially trained to synthesize a pseudo-
healthy image from a pathological one. The pseudo-
healthy image is then concatenated with the pathology
segmentation, and the reconstruction network is trained
to recover the original pathological image in a cycle-
consistent fashion. The HH cycle is designed to stabi-
lize training and prevent the reconstructor network from
inventing a pathology if the input mask is empty.

We subsequently extend the method of Xia et al.
(2020) to 3D. Following their training scheme, we con-
vert the network layers to 3D, introducing several mod-
ifications to meet the computational constraints without
major sacrifices in image quality. The detailed descrip-
tion of 3D networks used is provided in Section 3.5.

4.2. Training details

2D and 3D models where trained for 300 and 150
epochs respectively, for the translation task on the
BraTS2018 dataset. In the case of CMB synthesis,
the models were trained for 400 epochs. The critics
and generators have been updated in alternating fash-
ion. Following (Baumgartner et al., 2017; Gulrajani
et al., 2017; Xia et al., 2020), we update the critics 50
times more than generators in the first 25 epochs; after
25 epochs, we perform 5 critic updates per 1 update of
the generator. The networks were trained using Adam
optimizer (Kingma and Ba, 2015) with a learning rate
0.0001, β1 of 0.5, and β2 of 0.99. In the 2D setting,
we used a batch size of 10, while in 3D setting due to
computational constraints we use a batch size of 4.
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4.3. Evaluation metrics

4.3.1. Pathological-to-healthy synthesis
Xia et al. (2020) proposed metrics to evaluate the

quality of synthesized pseudo-healthy images: health-
iness (h) and identity (iD).

The synthetic image healthiness is estimated through
evaluation of segmented pathology of pseudo-healthy
images. It employs a segmentation network S pre, pre-
trained on pathology annotations and is defined as fol-
lows:

h = 1 −
Exh∼H

[∥∥∥N(S pre(x̃h))
∥∥∥
]

Exp∼P

[∥∥∥N(S pre(xp))
∥∥∥
] , (10)

where xp is a pathological image and xh is a synthetic
pseudo-healthy image corresponding to the pathologi-
cal one. N(...) refers to the number of pathology voxels
detected by S pre in the input image.

The aim of identity metric is to evaluate how well the
subject identity is preserved through comparing areas
outside of pathology mask with the Multi-Scale Struc-
tural Similarity Index (MS-SSIM). Formally, identity is
defined as:

iD = MS − S S IM
(
xp(1 − yp), x̃h ∗ (1 − yp)

)
, (11)

where xp, is a pathological image, yp is a pathology
ground truth and x̃h is a synthetic pseudo healthy image
corresponding to the pathological one.

Unlike originally proposed, we compute all the met-
rics in 3D on the entire scan. The idea behind providing
comparison in 3D is that the preservation of structures
in axial, sagittal and coronal planes could be better de-
scribed with a 3D comparison. To obtain 3D volumes
from 2D methods, we infer the generative models on
each slice in a volume and reconstruct the full volume
by stacking the slices and zero padding it to the original
shape.

To reconstruct 3D patches to full volumes, we per-
form linear blending of patches along the direction per-
pendicular to the axial plane with 50% intersection be-
tween neighbouring slabs.

The segmentation network used in calculation of
healthiness scores is a modification of the 3D U-Net
proposed by Buda et al. (2019) with batch normalization
following every convolutional layer. We decreased the
number of channels by the factor of two to reduce over-
fitting. The final model used for evaluation was trained
for 400 epochs, and achieved a mean Dice coefficient of
0.80 on our testing set for a binary tumor segmentation
task.

4.4. Data augmentation in CMB detection
A summary of our data augmentation pipeline is

shown on Figure 4.
We firstly train a proposed 3D GAN to perform trans-

lation between two domains: healthy and TBI. A trained
healthy-to-pathological generator is subsequently in-
ferred on healthy images from the dataset, guided by
semantic binary CMB annotations. We recycle the an-
notations from the training dataset, performing the fol-
lowing image transformations: horizontal flip, rotation
by a small angle (1 to 5 degrees) and dilation by one
voxel. In this study, we use a detection framework pro-
posed by Koschmeider ?, based on 3D-UNet (Özgün
Çiçek et al., 2016). We compare the performance of
a detector trained in three different settings: only real
data, only synthetic data and combined real and syn-
thetic data. Identical set of hyperparameters is used
across the experiments, and the models were trained for
same number of epochs.

5. Results and discussion

In this section, we present the final results of our
study as well as discuss its outcomes and limitations.
We provide healthiness and identity metrics only for
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Figure 4: Data augmentation pipeline.
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Figure 5: Axial, sagittal and coronal view of pseudo-healthy images produced by different methods. From left to right: original pathological image,
pathology annotation, pseudo-healthy image produced by Xia et al. (2020) method (2D), our method (2D), 3D adaptation of Xia et al. (2020), our
method (3D).

Table 1: Healthiness and identity metric scores of evaluated methods with 95% CI

Method Healthiness (h) 95%CI Identity (iD) 95%CI

Xia et al. (2020) 0.85 (0.82–0.88) 0.91 (0.90–0.91)
3D adaptation of Xia et al. (2020) 0.73 (0.67–0.78) 0.95 (0.94–0.95)
Proposed 2D 0.79 (0.75–0.84) 0.96 (0.96–0.97)
Proposed 3D 0.75 (0.70–0.80) 0.94 (0.93–0.94)

pseudo-healthy images synthesized from brain tumors
(BraTS2018). Due to the small size of CMB lesions,
any scores obtained with the aforementioned metrics are
not informative.

Bootstrapping was used to estimate statistical sig-
nificance of achieved healthiness and identity metric
scores. We boot-strapped the samples 1000 times to
generate a distribution of each metric. The obtained 2.5
and 97.5 percentiles were used as 95% confidence inter-
vals (CI). We provide a qualitative comparison of syn-
thetic pseudo-pathological brain tumor images, as well
as pseudo-healthy CMB images. Finally, we present the
results of synthetic data augmentation in the CMB de-
tection task.

5.1. BraTS2018

5.1.1. Pseudo-healthy synthesis for brain tumours
The results of pseudo-healthy synthesis on

BraTS2018 dataset evaluated with healthiness and
identity metric are shown on Table 1. Note that
the main focus of our proposed method is pseudo-
pathological synthesis, as it uses the pathology mask to
synthesize pseudo-healthy images. The healthiness and
identity scores for pseudo-healthy images generated

with our method are reported solely for a purpose of
synthetic image quality comparison.

The example of pseudo-healthy images generated
with different methods is shown in Figure 5, more fig-
ures are provided in Appendix. The identity metric, be-
ing based on MS-SSIM index, reflects the overall qual-
ity of synthetic images and is mostly influenced by two
factors: structural information and contrast properties
of the image. Overall, both 3D methods achieve a bet-
ter preservation of structure, this is particularly promi-
nent in sagittal and coronal views (Figure 5), and par-
tially reflected in identity metric scores Table 1. The
method proposed by Xia et al. (2020), despite demon-
strating qualitatively good results in axial view, suffers
from discontinuities between slices and loss of structure
in sagittal and coronal view. The images produced by
both 3D methods exhibit loss of contrast. This could be
attributed to 3D generators having considerably higher
number of parameters while being trained on the same
amount of data. Our proposed 2D model obtained the
highest identity score, the key reason behind it is AM
loss, which enforces preservation of structures outside
of the abnormality mask region. This type of loss is par-
ticularly useful in pseudo-healthy synthesis tasks where
the pathology is localized and does not affect the sur-
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rounding tissue.
The method of Xia et al. (2020) obtained the highest

healthiness score. Overall, both 3D methods achieve
lower healthiness scores. We assume that it might be
due to the fact that images produced by 2D methods
have discontinuities between slices which might hinder
the pretrained segmentation network from identifying
abnormality, more detailed discussion of this point is
provided in Section 5.5..

Main limitations of the methods in terms of pseudo-
healthy synthesis in BraTS2018 images are discussed
further. Firstly, all of the above methods assume a lo-
calized nature of pathology: slices of the brain whose
corresponding annotation mask is empty are assumed
to not be influenced by the pathology. While that might
hold true for a number of pathologies, HGG is causing
deformations in brain structures which extends to slices
labeled ’healthy’ (Xia et al., 2020).

Secondly, in pseudo-healthy images produced with
all of the methods the cerebrospinal fluid ventricles ap-
pear smaller than in the original pathological images.
The reason behind it is a biased distribution of the
data. Brain tumours are relatively large lesions, and
in the BraTS2018 dataset the majority of slices where
the cerebrospinal fluid ventricles are present also have
lesion tissue present (corresponding annotation is not
empty). Thus, the ’healthy’ domain data is mostly com-
prised of parts of the brain which do not have ventricles,
allowing the generators to learn this biased distribution.
Both of the above limitations could be alleviated with
the use of additional healthy scans. During the study,
we experimented with the use of OASIS-3 (LaMon-
tagne et al., 2019) dataset (FLAIR sequence) as an ad-
ditional healthy domain, however the Jensen–Shannon
divergence between the histograms of healthy slices of
BraTS2018 and OASIS-3 was higher than the diver-
gence between histograms of pathological and healthy
Brats2018 slices, forcing the generators to learn the dif-
ference between imaging protocols rather than pseudo-
healthy or pseudo-pathological synthesis.

5.1.2. Pseudo-pathological synthesis for brain tumours
The examples of synthesized pseudo-pathological

images from BraTS2018 by method proposed by Xia
et al. (2020), ours 2D method and ours 2D method with-
out pathology mask input during pseudo-healthy syn-
thesis are shown on Figure 6. All of the methods ‘in-
sert’ pathology in the specified place. Both of our meth-
ods produce better preservation of original image de-
tails than the baseline. We assume that this is due to
the fact that in Xia et al. (2020) approach the only loss
controlling the quality of generated pseudo-pathological
images is cycle-consistency, which is not sufficient for
producing high quality images. On the other hand, in
our implementation the quality of synthetic pathological
images is adversarially enforced with the discriminator
DP.

Figure 6: Pseudo-pathological synthetic brain tumour images pro-
duced by three 2D methods. The first column shows healthy axial
slices from the Brats2018 dataset, the second column shows pathol-
ogy annotation, the third, fourth and fifth columns show pseudo-
pathological images synthesized by Xia et al. (2020), our 2D method
with and our 2D method without segmentation input in pseudo-
healthy synthesis task correspondingly.

5.2. Cerebral microbleeds in traumatic brain injury

In 2D projection, CMBs can appear indistinguishable
from blood vessels. Thus, in this study only 3D meth-
ods are considered for synthesis of pseudo-pathological
CMB images.

In the method proposed by Xia et al. (2020), the
pathology is disentangled via the segmentation network.
The synthesis of pseudo-pathological images (recon-
struction) relies on the output of a segmentation network
to guide where the lesion should be ’inserted’. HGG
tumors are relatively large pathologies, usually having
a single instance per scan, they are easier to identify
by segmentation network than CMBs. On the other
hand, CMB lesions have multiple instances, are on av-
erage few millimeters in size and have similarities with
other structures in the brain (blood vessels). During
CMB segmentation, the network produces false posi-
tives, over- or underestimates the lesion areas, destabi-
lizing the training of the reconstruction network. Only
after the segmentation network crosses the point of
overfitting, the reconstructor starts receiving a meaning-
ful input.

The reconstruction network eventually converges to
majorly overestimating the sizes and merging together
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clusters of lesions. Meanwhile, the feedback that the
generator receives from adversarial losses is not suffi-
cient to encourage pseudo-healthy synthesis due to ex-
treme class imbalance. Thus, the pseudo-healthy syn-
thesis converges to identity. Even though the method is
capable of producing pseudo-pathological samples, fur-
ther study needs to be done on how to make it applicable
to tasks with such extreme class imbalance. .

Figure 7 illustrates the synthesized pseudo-
pathological TBI images obtained with the 3D
adaptation of the method proposed by Xia et al. (2020).

Figure 7: Pseudo-pathological synthetic CMB images produced by
the 3D adaptation of (Xia et al., 2020). Pseudo-pathological syn-
thetic sample in axial, sagittal and coronal view. From left to right:
healthy brain SWI scan, pathology annotation, synthesized pseudo-
pathological SWI scan.

5.2.1. Pseudo-healthy synthesis for cerebral microb-
leeds

The examples of synthesized with our method
pseudo-healthy samples from TBI images are shown
on Figure 8. Additional examples are provided in Ap-
pendix. As can be seen from the Figure 8, while the
microbleeds are in-painted while the similar structures
(blood vessels) are preserved.

5.2.2. Pseudo-pathological synthesis for cerebral mi-
crobleeds

The example of synthesized pseudo-pathological im-
ages with our method are shown on Figure 9, additional
examples are provided in Appendix. The results of ex-
periments with synthetic data augmentation are shown
on Figure 10.

As mentioned in Section 4.4., the synthetic data
augmentation experiment consists of 3 main pipelines.
Firstly, we train the detection model with only real data
to determine the baseline performance. Secondly, the
detection model is trained with only synthetic data to
identify whether the detector is capable of learning from
solely synthetic images. Finally, the detection model is
trained on combined synthetic and real images. The pro-
portion of real to synthetic images in this experiment is

Figure 8: Pseudo-healthy synthetic CMB images produced by our 3D
method. The first row shows pathological axial slices from the CMB
dataset. The last row shows CMB annotations, the middle row shows
synthesized pseudo healthy brain SWI slices.

Figure 9: Pseudo-pathological synthetic sample in axial, sagital and
coronal view. From left to right: healthy brain SWI scan, pathology
annotation, synthesized pseudo-pathological SWI scan.

1:1. The detection model performance results trained
in all three setting are evaluated using Free-Response
Operating Characteristic (FROC). Our test set consists
of 10 SWI scans manually annotated by 6 experts. The
performance of each expert is shown against the major-
ity voting of the rest of experts.

The model trained on synthetic data only is capa-
ble of producing meaningful predictions while tested on
real samples. It demonstrates comparatively worse per-
formance, at 20 false positives per patient it reaches a
sensitivity of less then 75%. We attribute it to the fact
that synthetic data still has certain differences in image
characteristics from real. The images appear less sharp,
what, we assume, is caused by restoration of full volume
from individual patches that introduces blurring. A fur-
ther work would be to investigate less aggressive ways
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Figure 10: Detection performance of the model trained on real, synthetic and combined data.

of patch reconstruction. Additionally, we observed that
lesion boundaries in synthetic images are less sharp then
in real ones. In future work, we aim to introduce addi-
tional regularization to enhance the weight of the sig-
nal from lesion areas. The model trained with real data
only achieves a sensitivity of < 90% at 20 false positives
per patient across 6 experts. While combining the real
samples with synthetic ones with 1:1 ratio, the model
reaches an average sensitivity of 92% at 20 false posi-
tives per patient. Overall, enriching the training dataset
with synthetic images produced by our method exhibits
the potential to increase sensitivity of a cerebral microb-
leeds in traumatic brain injury detection system.

5.3. The impact of adversarial loss

In the initial stage of the experiments we used L2
adversarial loss function (Mao et al., 2016) along with
Patch-GAN (Isola et al., 2016) discriminator. We ob-
served fluctuations in image quality, unstable training
and convergence, as well as mode collapse. We then
switch to using Wasserstein loss with gradient penalty
(Gulrajani et al., 2017) function. We noticed overall im-
provement in GAN performace, particularly stability of
training, improved image quality which was consistent
with loss values.

5.4. Effectiveness of ’healthiness’ metric
Metrics that can benchmark generative models and

directly quantitatively validate medical images synthe-
sized by GANs are in high demand. The healthiness
metric proposed by Xia et al. (2020) relies on pretrained
segmentation network to judge how healthy a synthe-
sized pseudo-healthy image is. The question that arises
is: Does the segmentation network know what it does
not know? In other words, if the pathology could not be
identified by the pretrained segmentation network, does
it mean that the synthetic pseudo-healthy image resem-
bles healthy anatomy? We illustrate that it does not hold
true in all of the cases with a toy example (Figure 11).

Figure 11: From left to right: pathological brain image, pathological
brain image + tumour ground truth, pathological brain image + tu-
mour segmentation, pathological brain image with tumour area turned
to zero + segmentation. The sample achieved healthiness score of
0.95.

We set the lesion area provided by ground truth of the
BraTS2018 scan to zero and compute the healthiness
metric. While the healthiness metric is misled with this
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example the human evaluator would easily identify it.
While proposed metric gives rough estimate of whether
a features of specific pathology (HGG) could be iden-
tified on the image, the overall ’healthiness’ of the im-
age is not reflected. Moreover, the fact that the metric
is based on auxiliary segmentation network and is sen-
sitive to its performance challenges its applicability in
benchmarking.

6. Conclusion

In this paper, we present our semi-supervised method
of controllable 3D medical image synthesis through
pathology factorization and adversarial cycle-consistent
learning. We perform pathological-to-healthy and
healthy-to-pathological image synthesis, guided by a
pathology annotation. Our approach is shown in 2D
and 3D settings with two distinct applications: Brain
Tumor Segmentation (BraTS2018) dataset and institu-
tional dataset of cerebral microbleeds in traumatic brain
injury patients. We provided quantitative and qualitative
comparison of generated images. We utilize pseudo-
pathological images synthesized with our method for
data augmentation of CMB detection task. Supplement-
ing the training dataset with synthetic images generated
with our method indicates a potential of increasing sen-
sitivity of cerebral microbleeds in traumatic brain injury
detection system. The model trained with real data only,
on average, achieves a sensitivity of 88% at 20 false
positives per patient. Whereas after combining the real
samples with synthetic ones, the model reaches an av-
erage sensitivity of 92% at 20 false positives per patient
across 6 experts.
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8. Appendix

Figure 13: Pseudo-healthy synthetic CMB images produced by our
3D method. The first row shows pathological axial slices from the
CMB dataset. The last row shows CMB annotations, the middle row
shows synthesized pseudo healthy brain SWI slices.

Figure 14: Pseudo-pathological synthetic CMB images produced by
our 3D method. The first row shows healthy axial slices from the
dataset. The last row shows CMB annotations, the middle row shows
synthesized pseudo-pathological brain SWI slices.

Figure 12: Axial, sagittal and coronal view of pseudo-healthy images produced by different methods. From left to right: original pathological
image, pathology annotation, pseudo-healthy image produced by Xia et al. (2020) method (2D), our method (2D), 3D adaptation of Xia et al.
(2020), our method (3D).
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Abstract

Image Processing Pipelines are defined as structures which relates a set of image processing, computer vision, and
machine learning algorithms along with multiple purpose operations which, on its whole, performs more complex
tasks as segmentation, real time tracking, and also execute technical operations as rendering. This technique is used in
the new modality-calibration technology for X-ray machines which is based in Augmented Reality, demanding high
computational resources from the workstations to reach almost real-time processing. The current execution model
lacks of parallelism and under-use the available computational resources, while the existing parallelism technologies
do not fulfil the existing problem constraints. The development of the project is orientated towards the investigation
of modern programming techniques for efficiently computing Image Processing Pipelines efficiently exploiting the
available computational resources both on CPU and CUDA enabled GPUs. The design of a multi-threaded job sched-
uler is provided along with the improvement of existing Image Processing algorithms based in computation on the
GPU. Experimental results with the existing Angulated Overlay pipeline shows an execution speed-up of 2.03x.

Keywords: MAIA master, performance, cuda, pipelines, scheduling, multithreading

1. Introduction

The novelties in Medical Imaging and in techniques
for Computer Aided Diagnosis have increased the de-
mand of computational resources and, in consequence,
the efforts of the hardware manufacturers for deliver-
ing reliable systems tending to fulfil this requirement.
This objective is not exclusive on the hardware indus-
try. During the last years the research community have
turn their attention on looking for an efficient usage of
the available computational resources at software level
(Banalagay et al. (2014)).

Although, the ultimate goal when it comes to improv-
ing the performance of an application is to reduce the
computation times, the approach to follow varies ac-
cording to the available computational resources and the
nature of the application.

Per AGFA, the core of the different X-Ray imaging
modalities is the Workstation, which is specially ar-
ranged to deploy the software that supports the entire
image acquisition process and also provide tools for im-
age enhancement, segmentation, modality calibration,
image storage, and other core operations. The acquisi-

Figure 1: Schematic example of an image processing pipeline

tion workflow is supported by image and video process-
ing algorithms arranged in different pipelines in charge
of performing high level operations.

The figure 1 exemplifies a pipeline where an input im-
age is presented to the Preprocessing algorithm, which
results are forwarded to both the Image Segmentation
and the Contrast Enhancement algorithms. The results
of both executions are combined through the Image
Composition. These execution schemes are flexible and
work always, but lack of parallelism as they currently
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stand.
Despite the AGFA’s pipeline structure was not con-

ceived to be executed in parallel, from a Computer Sci-
ence perspective it fits the National Institute of Stan-
dards and Technology (NIST) definition of Directed
Acyclic Graph (DAG) in Black (2004), typically used
in scheduling problems for coordinating parallel execu-
tions. This kind of Graph structures have been widely
studied (Kwok and Ahmad (1999)) nevertheless, the
task of finding inner paths for ease the scheduling pro-
cess is recognised as a NP-Hard problem (Basagni et al.
(1997)), which opens the doors to researchers looking
for new DAG exploration techniques.

Moreover, an implementation-related issue comes out
when working in parallel computing. This is addressed
in Vetter et al. (2018) as the Extreme Heterogeneity of
systems problem, where the parallelism models variate
not only across the existing hardware architectures but
also providers. This can be evidenced on how the con-
ventional programming model for C++ applications is
not entirely applicable in GPU based implementations
specially with NVIDIA CUDA.

This, along with the lack of software solutions which
provide reliable interfaces that decouple the implemen-
tation from the hardware architecture itself, increase
the difficulty on delivering parallel systems, rising the
need of defining a problem-scoped less-invasive solu-
tion which allows the exploration of the available hard-
ware parallelism capabilities, without the obligation of
re-architect the existing software.

We have listed, so far, the challenges to face to extend
the parallelism capabilities in the existing Virtual DR
solution. Application specially designed to assist the
calibration process of the DR-600 AGFA X-ray modal-
ity and to assess in real-time the adequate x-ray dosage
based on the patient thickness. This is an Augmented
Reality application which measures the environment
characteristics though a 3D camera, demanding enough
computational resources to reach real-time processing
capabilities.

In this thesis, a job scheduler adapted to the exist-
ing AGFA solution is presented, along with the analy-
sis of several scheduling models over DAGs, all of this
towards an efficient coordination of algorithms execu-
tion in a multi-thread environment. Also we present
a set of GPU implemented alternatives to a selection
of bad performing image processing algorithms in the
system, looking for boost their execution times. Sec-
tion 3 describes the methodologies and implementa-
tions made to explore the DAGs, also explains the final
scheduler design and the improvements made to support
GPU parallelism on different algorithms. The results
in section 4 are presented for a common set of micro-
benchmark tests used for approach the final solution,
and the conclusive outcomes are presented based on the
execution times using the proposed scheduler over one
of the pipelines of the existing software, also measuring

individual execution times for the GPU improved algo-
rithms. The results are discussed and the conclusions
are presented in sections 5 and 6 respectively.

2. State of the art

Lamport (2015) situates the beginning of the stud-
ies in concurrency from the middle 60’s in the known
Mutual Exclusion Problem exposed by Dijkstra (1965).
The research in this field has experimented a big inter-
est among the Computer Scientist community in line
with the new challenges, rising every day mainly by the
increasing demand of computational resources in both
research and productive environments. The scale of
the problem posed by this master thesis and the avail-
able hardware resources, settle our research effort in the
Parallel Computing spectra, which diverges from the
Distributed Computing in how the input data stands in
memory. While in our problem the data persists across
a shared memory where all the available CPUs have ac-
cess, in the distributed model all the computing entities
are independent and the shared data only coexists within
each single entity (Raynal (2015)).

2.1. Parallel Computing Models

Culler et al. (1998) defines three different parallelism
models based in the the evolution of the microproces-
sor’s architecture, following the Moore’s law and the
Flynn’s Taxonomy (Flynn (1972)):

Bit-Level Parallelism. Defined as the most primitive
parallelism model, look for reducing the number of per-
formed operations when a variable exceeds the micro-
processor word size. This model evolves only with the
microprocessor architecture and its efficiency is limited
to the compiler design.

Instruction-Level Parallelism. In this model the pro-
gram structure is evaluated at compilation and execu-
tion level to determine execution branches that can run
independently. This model is mostly transparent to the
developer and boost the application performance when
the implementation is efficient and the compiler exploits
such characteristic.

Task-Level Parallelism. This model takes advantage on
the multi threading and multi core capabilities of the
modern microprocessors, allowing the distribution and
concurrent execution of weakly coupled tasks. Accord-
ing to Cook (2013), this model is extensible to the
CUDA programming paradigm, where the tasks execu-
tion follow a fined-grained parallelism approach, per-
forming small tasks over little chunks of data distributed
in a large number of threads, in an architecture which
supports fast communications through shared memory.

Our current project stands in the Task-Level paral-
lelism spectra since the pipelines execution model is
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based in loosely-coupled tasks and the main goal is to
speed up its processing time by an effective task coor-
dination in a multi-threading environment. Moreover
the parallelism is exploited at fine-grained level through
GPU-based computations in specific image processing
algorithms.

2.2. Solutions supporting Task-level parallelism

A set of frameworks have been developed to support
the development of parallel-based systems at task-level:

Open MP. Specified in Dagum and Menon (1998), pro-
vides with an open source API for multi-process exe-
cution in shared memory systems. The programming
model is based in clauses for defining data sharing at-
tributes, synchronisation policies looking for race con-
ditions control, and scheduling policies within for and
do loops. Core operations as thread creation, works
distribution and flow control, rely in compilation direc-
tives and static annotations where the execution flow is
explicitly defined, posing a high difficulty dealing with
dynamically created pipelines where its structure is not
known at compilation time.

Thread Building Blocks (TBB). This technology, de-
fined by Intel (2006) together with the release of their
first multicore processors, is a widely used C++ li-
brary for parallel programming in multithread and
shared memory environments. Its programming model
is template-based and provide tools for thread man-
agement, synchronisation, memory allocation and task
scheduling. The tool-set comes with parallel implemen-
tations of generic algorithms and also a set of classes
to abstract data flows as DAGs. From a program-
ming standpoint, its task graph description language
is complex to manage and requires a conscious re-
architecture of the existing AGFA framework towards
an efficient library adaptation. Moreover Contreras and
Martonosi (2008) shows that the dynamic management
of TBB, carries some parallelism overhead and the Ran-
dom Stealing thread coordination model is less effective
as application heterogeneity and core counts increase.

Cpp-Taskflow. Huang et al. (2020) define a new frame-
work with Dynamic Flow processing, supporting large
and complex task dependencies and also with a com-
prehensive API for easy development. It is mainly in-
tended for High Performance Computing where mil-
lions of tasks are involved, specially in shared memory
systems. The implementation is programming friendly,
but is not easily extendable to support early termina-
tions on a single task failure, management of default
and external dependencies, which is already supported
by the AGFA framework, and the execution of decou-
pled tasks. The scheduling model is based in a Ran-
dom Stealing thread coordination, potentially facing the
same drawbacks than TBB in this matter.

2.3. The Scheduling Problem

The main objective in the scheduling problem is to
map a set of jobs onto concurrent workers and manage
its execution in a way where all the dependencies are
satisfied, all of this at a minimum execution cost.

Hagras and Janecek (2003) classifies the problem in
Static, where the problem characteristics as interdata
dependencies and execution times are known a priori
(At compilation time), and Dynamic where the jobs to
scheduled are created on demand and no information is
known beforehand.

In our project scope the jobs to execute are known
before any scheduling-related step, but the DAGs and
related jobs are created in execution time, nonetheless
we can get a set of problem-specific characteristics be-
fore the scheduling is performed. That is the reason in
which we will elaborate on top of static scheduling.

Topcuoglu et al. (2002) group the different schedul-
ing algorithms between Guided Random Search based
where the scheduling is performed based in a random
selection of available jobs, and Heuristic Based which
studies the DAG characteristics to make a determinis-
tic execution. The Heuristic Based algorithms can be
classified in List Scheduling, Clustering and Task Du-
plication.

Among them, the List Scheduling excels on reduc-
ing the scheduling overhead while the Clustering algo-
rithms, on maximising the resources usage.

On the List Scheduling algorithms, Wu and Gajski
(1990) define a model based in the analysis of a mod-
ified version of the Critical Path, having the worst per-
forming branch within an execution schema, as the de-
terminant of an efficient scheduling. El-Rewini and
Lewis (1990) defied a heuristic where the DAG and
an arbitrary interconnect topology of a target machine
are taken into account. This scheduling strategy is ef-
ficient in multiprocessor systems arranged with differ-
ent topologies where the communication brings an over-
head over the general execution, although in the highly
coupled multi core systems the communication over-
head is negligible.

Huang et al. (2017) propose three different clustering
heuristics based in the analysis of the Critical Path, the
Larger Edge and the Critical Child, looking for a reduc-
tion in the communication time between paths.

Although the presented methods have demonstrated
to be theoretically efficient, the applicability is limited
to specific scopes, as in Rho et al. (2017) which is
focused in communication contention for automotive,
scheduling over image-processing based jobs have been
barely explored and the literature does not show signif-
icant work over functional systems.
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2.4. CUDA and Thread Supporting Libraries
2.5. CUDA

(NVIDIA (2007)) Is defined as a parallel computing
platform which provides an API model and a tool-set for
use CUDA-enabled GPUs for general purpose process-
ing. Has a high applicability mainly in image and graph-
ics processing and in Artificial Intelligence applications
with Neural Networks. Now stands as the state-of-the-
art solution for General-Purpose computing on Graph-
ics Processing Units. One of its main drawbacks is the
expensive data copying operations between host and de-
vice memory and, as shown in Dashti and Fedorova
(2017), choosing the right data transfer model depends
on the problem characteristics and is left up to the pro-
grammers expertise. The new Unified Memory Access
model try to overcome the data transferring overhead
by keeping a common address space shareable between
CPU and GPU, but Zhang et al. (2014) evidences that
this model brings an increasing execution overhead and
restricts flexibility for adding future optimisations.

2.6. Thread Support Libraries
QT 1 provides a platform-independent thread API

implemented over platform-native threading APIs as
pthreads or Win32. This implementation is written in-
line with the QT Meta Object System, supporting inter-
object communication through Signals and Slots. On
top of it stands QConcurrent, a scalable high-level API
for writing multi-threaded programs transparent to low-
level primitives as mutex, locks, wait conditions or
semaphores. Thread support has been proven efficient
as it has evolved with QT since its first implementa-
tion, but is completely bind to the QT subsystem and
is not convenient when decoupling and library indepen-
dent implementations are wanted.

C++ (ISO/IEC 14882:2011 (2011)) provides built-in
support for threads and concurrent execution since C++

11, which brings code portability as its bigger benefit
over the already existing platform-dependant libraries.
Although is not a subsystem for job scheduling, the new
API provides a set of essential tools for asynchronous
execution as Futures Management, along with concur-
rency control mechanisms as Condition Variables, Mu-
tual Exclusions and Atomics.

3. Material and methods

For this master thesis two pathways are evaluated
looking for an efficient execution of a pipeline based in
image and video processing algorithms. The first one is
aimed towards an efficient coordination of the execution
of nodes within the pipeline, exploiting the parallelism
capabilities of the modern CPUs. The second one look-
ing for speed up each node execution by rewriting some

1https://doc.qt.io/qt-5/threads.html

of the existing algorithms, looking for an effective bene-
fit of the computation capabilities of the Graphical Pro-
cessing Units (GPUs).

3.1. Hardware and software

The experimentation process is elaborated on top of a
in-house developed framework which supports the def-
inition and execution of pipelines. This framework is
built on C++ 11 using QT5 to support the graph defini-
tion and a coordinated execution. The image and video
processing algorithms are supported by OpenCV 3.4.5.
The Visual Studio 2015 IDE and its compilers support
the construction of the entire VirtualDR software and
provides most of the tools for measuring the execution
performance. CUDA Toolkit 10.0 is required to compile
and run the CUDA based implementations in NVidia
GPU processors.

Workstation 1 Workstation 2
Chipset Intel Core i5 8500 Intel Core i7 9850H
Cores 6 / 6 threads 6 / 12 threads
RAM 16 GB 32 GB
GPU NVIDIA Q T2000
Compute 7.5

Table 1: Workstations and their setups

On what hardware is related, the experimentation is
performed on two different workstations, specified in
the Table 1.

The initial experimentation is performed in the Work-
station 1, using custom pipeline topologies mainly for
micro-benchmarking exploration, while the experimen-
tation on CUDA based algorithms and the tests over
production-enabled pipelines are executed in the Work-
station 2 which a has GPU enabled configuration.

3.1.1. Framework
The framework was conceived as a backbone to

support the execution of pipelines in an structure
called Network which is abstracted as Directed Acyclic
Graphs (DAG) G(V, E), where:

• V is the set of nodes. Each vi ∈ V represents a sin-
gle algorithm or operation (Indistinct of its nature).

• E is the set of directed edges or connections. An
edge ei j connects the output properties of the node
vi with the input properties of v j in a parent-child
relationship, conditioning the v j execution on vi

termination.

A node can lack of inputs (Entry nodes) or outputs
(Exit nodes or Leafs), whereas others as Pipeline Block-
ers are conditioned to the execution of a set of nodes
which are not explicitly related or connected by prop-
erties. The usage of the QT Property System ease the
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process of propagating the outputs of the node execu-
tion to its dependants. As the framework is currently
designed, the nodes are executed sequentially follow-
ing a topological order, making sure that the dependen-
cies are successfully satisfied and emergency halting the
pipeline execution when a failure happens.

3.2. The Angulated Overlay pipeline
In X-rays, the Bucky-Potter grid is a device posi-

tioned opposite to patient from the x-ray tube and is
helpful in reducing the quantity of scattered x-rays that
reach the detector, increasing the image’s contrast reso-
lution. This grid has three different Automatic Exposure
Controls (AEC) in charge of controlling the exposure
when a certain amount of radiation has been received.

The VirtualDR application uses the pattern in the
Bucky-Potter grid for automatically detecting the loca-
tion of the AECs and the x-ray field and, in that way,
calibrate the modality, determine whether the patient
is well positioned in front of the x-ray tube, calculate
the patient thickness and the adequate x-ray dosage for
reaching a good quality image.

The Angulated Overlay is one of the main pipelines in
the VirtualDR application, designed to detect the patient
thickness based on a depth sensor outcome attached to
the modality. Also, through image processing algo-
rithms and the output form a grey-scale camera, detects
the AECs and the x-ray field, overlaying them over the
patient on real time to guide the image acquisition pro-
cess.

The Figure 2 represents the Bucky-Potter grid with
its guides, where the AECs are highlighted in grey and
the x-ray field in yellow.

Figure 2: Bucky-Potter grid representation

This pipeline is composed of 138 nodes of Algo-
rithms, but during the experimentation process only 134

were used.

3.3. Job Scheduler

The Job Scheduler is a module which coordinates the
execution of a set of jobs exploiting the parallelism ca-
pabilities of the available computational resources. The
problem scope is limited to a single workstation with a
multi-core CPU. Towards the definition a reliable model
that covers the problem specifications, the next architec-
tural aspects are considered:

• Decouple the definition of Jobs as execution units,
from nodes as algorithms or operations. A job per-
forms the algorithm or operation of one node at
least.

• The execution of a single node is coordinated from
a single thread.

• The production of the jobs should be decoupled to
the execution itself.

• The coordination needs to be effective in the way
the nodes within the jobs to be executed have all
their dependencies satisfied.

• Beware on avoiding deadlocking scenarios.

3.3.1. Producer - Consumer pattern
The Producer - Consumer design pattern is presented

as a solution to the homonym problem in Dijkstra
(1972) for multiprocess synchronisation, where a Pro-
ducer is in charge of generating data and feeding a com-
mon buffer, and a Consumer is responsible of consum-
ing the data from the buffer and processing it. This
pattern set the basis of a decoupled oriented design on
modern systems where the old complex monolithic ap-
plications are now abstracted as a set of loosely-couple
light services. In line with the pattern specifications,
in our scheduler design the entity Producer produces
execution ready jobs that are delivered to a Single Ac-
cess Queue which behave as a buffer and where the Task
Manager consume from to proceed with its execution.

3.3.2. Single Access Queue - Buffer
The Single Access Queue behaves as a synchronised

buffer, where the Producer places the jobs containing
the nodes ready to be executed. In our design, this
entity is integrated within the Task Manager and pro-
vides an interface which allows the insertion of new jobs
from different producers. As a centralised resource, the
integrity of the insertion and extraction operations are
controlled using a single Mutex, making sure that only a
single access to the Queue can be performed at the time.
Every successful insertion is notified to the Consumer
so the jobs can be extracted and executed. The queue
design diverges from the original conception posed by
Dijkstra (1972) in the way that the absence of available
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jobs will not lead to a blocking scenario during the ex-
traction, instead a NULL job is returned, delegating the
decision over the Consumer. The queue size is not ex-
plicitly limited because the nature of the problem in this
project scope will never lead to an uncontrolled creation
of jobs. This architectural decision reduces the execu-
tion overhead by removing unnecessary checks and po-
tential locking scenarios. The queue structure responds
to a Linked List, where the time complexity of the inser-
tion and non-indexed extraction operations are constant
(O(1)).

3.3.3. Task Manager - Consumer
The Task Manager is the entity which consumes the

jobs ready for execution from the Single Access Queue
and also holds a set of workers which performs the jobs
execution in single and independent threads. The set of
worker threads are defined using the Thread Pool pat-
tern (Garg and Sharapov (2001)) leaving a fixed number
of threads during the whole program execution while
they are only destroyed on program termination. This
pattern shows an advantage over other thread manage-
ment approaches, by reducing the latency of constantly
creating and destroying threads, which negatively im-
pacts the general system performance. All the workers
are allocated during the application start-up stage and
remain in waiting state.

The task on determining how to proceed when there
are no jobs available for execution in the Single Access
Queue, is delegated to the workers itself.

Figure 3: Task Manager schematic representation

The design is depicted in Figure 3 and the behaviour
of this module can be described as follows:

1. The workers are in waiting state.
2. The Task Manager, as holder of the Queue in-

sertion interface, notifies the availability of new
job to its workers through a common concur-
rent condition variable (Arpaci-Dusseau and
Arpaci-Dusseau (2018)), waking the workers up.

3. Each worker ask for jobs to the Single Access
Queue and they get either a job ready to be exe-
cuted or a NULL instance which means that all the
available jobs were consumed.

4. In case of a NULL job, the worker go back to wait-
ing state until new jobs are inserted.

5. When a valid job is retrieved, the worker proceed
with its execution and once is done, ask the queue
for new available jobs.

The Consumer is always up regardless on the avail-
ability of jobs to be executed or the state of the appli-
cation since there is no awareness on the running Pro-
ducers. As it is not practical to have multiple Task Man-
agers across the application, we make sure that only a
single instance lives during the entire execution of the
application, following the guidelines of the Singleton
Design Pattern.

3.3.4. Network Setup
The problem characteristics and the current frame-

work have some constraints that needs to be overcome
towards an effective parallel execution.

Graph Representation. The Network structure defined
by AGFA is accurate in defining a DAG, but is not ef-
ficient when traversing the graph is required. There are
two representations from the Graph Theory helpful in
easing the graph exploration and evaluation (Cormen
et al. (2001)):

The Adjacency Matrix relates the graph nodes
through an indexed matrix M where mi j , 0 represents
a directed connection from vi to v j.

The Adjacency List relates a node with its children
through a list L where Li is the sub-list of the children
of vi. This representation is more space efficient than the
Adjacency Matrix specially in sparse graphs where the
nodes are not densely connected. In terms of computa-
tional complexity, traversing the graph is better through
adjacency lists since the node children are retrieved in
constant time O(1) instead of linear time O(n) which is
the case for the Adjacency Matrix.

The Figure 4 shows an example of a DAG and its
representations.

Pipeline Blockers. This is an exceptional behaviour of
the pipelines where a non-connected node vi conditions
its execution after the successful termination of a set of
nodes v0...vi−1. This feature breaks with the definition of
a graph, since the Blocker node is not part of the graph
as long as is not explicitly connected to any graph node.
The usefulness comes out in scenarios like the network
dump, where the graph state is saved in the latest stages
of a pipeline execution. To preserve this behaviour in a
concurrent execution, such nodes are connected follow-
ing the algorithm 1

This strategy behaves as a Graph Cut by limiting the
concurrent execution of a section of the graph, to the
successful termination of the pipeline blockers.
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(a) DAG representation
(b) Adjacency Matrix

(c) Adjacency List

Figure 4: DAG and its representations

Algorithm 1: Insertion of Pipeline Blockers
input : The topologically ordered Adjacency

List L of the Graph G(V, E)
input : The Pipeline Blocker nodes B
for vi ← v0 to vn ∈ L do

BA← The list of b ∈ B that must be
executed before vi

for bai ← ba0 to ban ∈ BA do
connect(G, bai, vi)

end
end

3.3.5. Scheduler Algorithm
Analysing the existing pipelines, an heuristic is pro-

posed to reduce the coordination overhead by clustering
a set of nodes within a single job. Based on the followed
approach, this scheduling algorithm can be classified as
Static Clustering-based. It is not dynamic since is not
evolved across the pipeline execution but the heuristic
is applied only once prior execution.

Background. The jobs production and consumption
have an implicit overhead related with the coordination
process. In the proposed scheduling approach most of
this overhead comes from the insertion and extraction
operations from the Single Access Queue, the dependen-
cies propagation and verification process and the Pro-
ducer termination control. We can reduce the overall
execution time by smartly reducing the coordination ef-
fort or removing it where is not necessary.

Heuristic. The heuristic for the proposed scheduler al-
gorithm, explores the graph looking for maximal paths
pi(V) of weakly connected vertexes v ∈ pi, where all of
them are continuously dependant and only have a single
parent and a single children. The starting and ending
point of a path can be analysed as follows:

• Having vi−1, vi−2... as the parent nodes of vi, if
indeg(vi) , 1 (Number of parent nodes), then vi

can be considered the starting point of a path.

• Having v j+1, v j+2... as the children nodes of v j, if
outdeg(v j) > 1 (Number of children nodes), then
v j can be considered as the ending point of the
path.

• If indeg(vi) = 1, then vi is a potential inner node of
a path.

The Algorithm 2 depicts the procedure that returns a
list with the selected paths which, latterly, will be added
into single execution jobs.

The Figure 5 shows a DAG with the scheduling rou-
tine. The vertexes inside the dotted red boxes denotes
the nodes that can be joined within a single job. The
Makespan of the scheduling process is defined as the
overall time required to execute the graph. In this hy-
pothetical scenario where the execution time t of every
node is the same along with the coordination overhead
time c, the makespan of the graph in Figure 5 can be
presented as makespan(G) = 5t + 4c.

The Figure 6 represents the graph of jobs in the Fig-
ure 5 with the jobs unified after the heuristic application.
The execution time of the jobs C,D and H is 2t as each
job groups two nodes, while for the I job is 3t. In that
way, makespan(G) = 5t + 2c.

The defined heuristic theoretically reduces the
makespan by relieving the coordination overhead, in-
creasing the continuous usage of the workers and re-
ducing the threads idle time.

3.3.6. Producer
The Producer entity is in charge on coordinating how

the network nodes will be executed. Is defined on top of
the Network definition of the existing framework, hav-
ing direct access to the different algorithms and connec-

6.7



Performant GPU based image processing pipelines 8

Algorithm 2: Finding heuristic-accepted paths
within the graph

input : The Adjacency List C of the Graph
G(V, E)

input : The Adjacency List of parents P of the
Graph G(V, E)

output: List of paths LP
Function build bridge(node v, path p):

if v has more than 1 parent in P then
return

p.insert(v)
if v has only one children in C then

build bridge(C[v], p)
end
for vi ← v0 to vn ∈ G do

if vi has only one parent in C then
continue

let p← empty path
if vi meet the characteristics to be an starting
point then

build bridge(vi, p)
if p is not empty then

LP.insert(p)
end

(a) DAG representation

(b) Scheduling diagram

Figure 5: DAG and its scheduling representations

tions which composes the pipelines. Towards an effec-
tive coordination on the jobs production, the next design
aspects were evaluated:

Special Dependency Management. The framework al-
ready provides a support to verify whether the node de-
pendencies has been satisfied, but this approach is fail-
ure susceptible to an exceptional feature called Default

(a) DAG representation
(b) Scheduling diagram

Figure 6: DAG of Figure 5 with unified jobs and its scheduling repre-
sentations

Properties. These are special kind of properties which
have a predefined value and are, by definition, already
satisfied even when a parent node changes its value dur-
ing execution. This problem is not visible during a se-
quential execution following a topological order, but can
be experienced during a parallel execution. The fol-
lowed strategy consists in creating an Adjacency List
where child nodes are related to its parents and check
whether the child’s parents has been already processed,
then run the framework’s dependency check. If both
checks are successfully accomplished, we say that the
node is ready for scheduling,

Error management and stop criteria. The framework
as defined per AGFA, halts the pipeline execution when
an algorithm next to be executed is not able to satisfy
all its dependencies. This also happens when the algo-
rithm execution fails or throws an exception. To cover
this behaviour, the producer is implanted with an execu-
tion state which is verified and updated after every job
execution. An algorithm failure stops the jobs produc-
tion process and wait for all the concurrently running
jobs to terminate, before halting the pipeline execution.
Is considered a successful execution when all the nodes
are successfully executed.

Figure 7: Producer schematic representation

Behaviour. The Producer behaviour as it is represented
in the Figure 7 can be depicted as follows:

1. The Producer is initialised with the Adjacency
Lists (Parents P and children C) and the list of jobs
T obtained from the application of the scheduling
strategy.
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2. The Entry nodes are listed to be executed since
they do not have dependencies to be satisfied.

3. If the node is the starting point of a job ti ∈ T ,
then ti is sent for execution, otherwise a new job
containing the node is created and also sent for ex-
ecution.

4. The Producer is notified of a job termination
through an attached callback function.

5. If the job termination was successful and there are
more nodes to evaluate:

(a) Check the pipeline status. If it is in failure
status then nothing should be done.

(b) Extract the latest node executed by the job.
(c) Propagate the node output throught the

pipeline.
(d) Extract those children nodes where the de-

pendencies has been successfully satisfied.
(e) Per every extracted node, evaluate if the node

is the starting point of a job ti ∈ T , then ti is
sent for execution, otherwise a new job con-
taining the node is created and also sent for
execution.

6. If the job termination was unsuccessful or there are
not more nodes to evaluate.

(a) In case of unsuccessful termination, fail the
pipeline evaluation so all the running jobs get
aware that no more processing should be per-
formed.

(b) Wait for the termination of the nodes in exe-
cution statie.

(c) Declare the termination.

3.3.7. Integration
The Scheduling Heuristic and the Network Setup

build the set of structures required for performing the
scheduling process, thus the construction of the adja-
cency lists and the application of the heuristic need to
be performed before the scheduling process is started.
This process, albeit is not executed during the schedul-
ing process, represents an overhead in the global sys-
tem performance. As long as the pipeline structure does
not change across the application execution, these setup
steps are only performed once following a Lazy Initiali-
sation approach where the structures are built if and only
if they have not been constructed before.

The Figure 8 gives an schematic overview of how the
adjacency lists and the list of group jobs are built.

Finally the general overview of the presented job
scheduler is presented in the Figure 9.

3.4. CUDA Support

As we mentioned before, the existing pipelines im-
plemented by AGFA are mostly composed by image
processing algorithms which can potentially get perfor-
mance benefit when are computed in GPU enabled sys-
tems. The usage of GPUs to run concurrent operation

Figure 8: Pipeline transformation - Schematic representation

has shown outstanding result on what computation time
is related, however an overall performance degradation
can be evinced when the data needs to be transferred
from and to the Device memory.

Looking for a global performance improvement, we
evaluated a set of memory management techniques and
also delivered the CUDA implementation of a set of
slow performing algorithms.

3.4.1. Memory Management
Towards a further successful integration into a

pipeline, it is necessary to place some attention on how
the memory is allocated in the Device and how the
memory is transferred from the Host to the Device.

Memory Allocation. The process of allocating memory
in the Device generates an overhead that surpasses the
execution time in CPU of most of the algorithms. This
factor make pointless the effort of rewriting some image
processing algorithms in CUDA.

To tackle this issue we took advantage of the
pipelines structure and how the nodes input mutates
across multiple executions. We noted in most of the
nodes where image processing algorithms are executed,
that the matrices dimensions do not change regardless
of their content and how many times the node is ex-
ecuted in the pipeline life-cycle. From this observa-
tion it is concluded that a single device memory allo-
cation per node can be performed on its first execu-
tion, making reusable the memory space and reducing
the re-allocations only when the size of the node input
changes.

On the context of the OpenCV GPU Matrices, this
memory re-usage strategy reduces the computational
complexity of the object creation from linear O(n) to
constant O(1), preserving the space where the matrix
data is placed and limiting the object creation when
there are structural changes, eliminating the Device al-
location overhead.

Host - Device data moving. One of the most promising
features of the recent CUDA enabled devices is the im-
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Figure 9: General representation of the proposed scheduling process

plementation of the Unified Memory Access as a com-
mon memory space shared between CPU and GPU. Al-
beit this new memory model simplifies how memory is
managed across Host and Device, Zhang et al. (2014)
exposes its limitations and demonstrate through micro-
benchmark tests that the performance improvement is
limited to the kernel design itself, increasing the code
complexity of very simple models, reaching in most of
the cases non outstanding results. This memory man-
agement model is relatively new and there is no back-
ward compatibility, what limits their usage reducing the
software compatibility.

Using the non-cached CPU Write Combined memory
looking for speed up the data moving has not shown any
performance benefit and instead has shown a big draw-
back on its temporary allocation characteristic which
wipe-out in very short cycles.

Getting attached to our previous approach based on
pre-allocations we experimented a good performance
improvement moving data from CPU to GPU when
the destination has a pre-alocated the space of memory
where the new data will be placed, relieving the alloca-
tion overhead.

3.4.2. Algorithms
The Table 2 shows the list of algorithms, in the con-

text of the Angulated Overlay pipeline, which are cur-
rently implemented in CUDA. OpenCV provides al-
ready reliable and efficient implementations of most of
them, having the same output of their CPU-based coun-
terparts, while the blue-highlighted in the Table 2 lack

of CUDA-based implementation.

Algorithms
BitwiseAnd Remap
CalibratedCoordinates Rotate
ConvertTo RotatedCoordinates
CopyTo ShiftDecentered
CountNonZero ShiftedInRange
ExtractChannel Subtract
InRange Zeros
MinMaxLoc

Table 2: CUDA implemented algorithms. Blue-highlighted the algo-
rithms which required an implementation from scratch

In this section we will only emphasise in the set of
algorithms implemented from scratch and their design
aspects.

Global Characteristics. The compute capability of the
CUDA enabled device is 7.5, where having blocks of
32 × 32 with 1024 threads per block, maximises the oc-
cupancy up to 32 wraps (Figure 10).

The number of registers per thread are as less as
possible, trying not to exceed 64 registers avoiding the
stress in the wrap occupancy and reaching better com-
putation times.

The grid size is set to change according to the al-
gorithm’s input size reducing the number of wasted
threads, and the kernels are designed to perform oper-
ations over a single pixel.
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Figure 10: Impact of varying block size for CUDA Compute Capabil-
ity 7.5

The implementation is supported also with the
CUDEV module of the OpenCV library that pro-
vides tools for extending the CUDA support to the
cv::cuda::GpuMat class. This class is the CUDA
counterpart of the cv::Mat, where the data is allocated
in the GPU Device.

Rotation. The GPU implementation of this algorithm
is already supported by OpenCV but is not extensible
to 2 channel matrices, which are widely used across the
pipeline.

The new implementation supports up to 4-channel
matrices with rotation angles of 90, 180 and 270 de-
grees, as the CPU counterpart. The algorithm kernel
depicted in the Algorithm 3 performs a clockwise rota-
tion using flips and transpositions to calculate the new
pixel position as follows:

• 90 degrees: Vertical flip, then transpose.

• 180 degrees: Horizontal flip, then vertical flip.

• 270 degrees: Horizontal flip, then transpose.

Finally the pixel information is copied into its new
location. This pixel coordinates are extracted from the
block and thread assigned to run the kernel in the exe-
cution grid.

Calibrated Coordinates. The GPU implementation of
this algorithm is not supported by OpenCV,

This function depicted in the Algorithm 5 is designed
to calibrate a set of coordinates based in the scene scale
and the relation between the depth information obtained
from the depth sensor and the theoretical distance be-
tween the camera and the scene, calculated with the
Field Of View as d = 1/ tan(FOV/2).

Algorithm 4 shows the generic kernel used for this
algorithm, where a custom function run over each pixel
and writes its output in another matrix.

Algorithm 3: Kernel for clockwise rotation
input : A pointer S to the matrix containing the

source data
input : A pointer D to the matrix containing the

destination data
input : The rotation angle a
(x, y)← Obtain the x and y coordinates from the
block and thread.

if x ≥ S .cols ‖ y ≥ S .rows then
return

switch The value of a do
case 90 do

newy← S .rows − 1 − y;
newx← newy; newy← x;
break;

case 180 do
newx← S .cols − 1 − x;
newy← S .rows − 1 − y;
break;

case 270 do
newx← S .cols − 1 − x;
newy← newx; newx← y;
break;

otherwise do
newx = newy = 0;

end
end
D(newy, newx)← S (y, x)

Algorithm 4: Generic Kernel
input : A pointer S to the matrix containing the

source data
input : A pointer D to the matrix containing the

destination data
input : op as a custom function to apply over a

single pixel
(x, y)← Obtain the x and y coordinates from the
block and thread.

if x ≥ S .cols ‖ y ≥ S .rows then
return

D(y, x)← op(S (y, x))

InRange. The GPU implementation of this algorithm is
not supported by OpenCV, but is supported in its CPU
version.

It is a classical thresholding algorithm which verifies
if the pixel stands within a range, regardless of the ma-
trix’ number of channels. This implementation in Al-
gorithm 6 is a generalised version of the thresholding
algorithm where the pixel rejection criteria is left to a
custom made function which verifies if the pixel value
is within the input range.

RotatedCoordinates. This algorithm is designed to ro-
tate matrices containing Cartesian coordinates. The in-

6.11



Performant GPU based image processing pipelines 12

Algorithm 5: Function for calibrating 2D coor-
dinates based in depth information

input : The 3D point p(i, j) ∈ M which contains
the x and y coordinates to calibrate as
(px, py) and its depth information in pz

input : s as the projection scale
output: c as the calibration of (px, py)
f ov h← Horizontal Field Of View angle
f ov v← Vertical Field Of View angle
tan f ov h← tan( f ov h/2) ∗ 2
tan f ov v← tan( f ov v/2) ∗ 2
normalizedX ← px/M.cols − 0.5
normalizedY ← 0.5 − py/M.rows
c.x→ normalizedX ∗ pz ∗ scale ∗ tan f ov h
c.y→ normalizedY ∗ PZ ∗ scale ∗ tan f ov v
c.z→ pz ∗ scale

Algorithm 6: In Range kernel
input : A pointer S to the matrix containing the

source data
input : A pointer D to the matrix containing the

destination data
input : d and u as the down and up range limits
input : A function f un which determines if a

pixel is within the d - u range
(x, y)← Obtain the x and y coordinates from the
block and thread.

if x ≥ S .cols ‖ y ≥ S .rows then
return

D(y, x)← ( f un(S (y, x), d, u))?255 : 0;

put is a 2-channels matrix where the first channel rep-
resents the x coordinate, and the second channel the y
coordinate in a Cartesian representation where the ori-
gin is located at the centre of the matrix. The algorithm
rotates the matrix in 90, 180 and 270 degrees clockwise,
but also transforms the coordinate at each pixel to fol-
low the same rotation taking into account its origin.

The same kernel of the rotation operation is used (Al-
gorithm 3), but is extended with the coordinates trans-
formation function in the Algorithm 7

Shifted InRange. This is basically an extension of the
InRange algorithm where the ranges are shifted. For
this implementation, the same kernel than the InRange
algorithm is used and the ranges are shifted prior the
algorithm computation.

4. Results

4.1. Remarks

This section presents the results obtained from the ex-
perimentation process. The execution times might be
presented either in seconds or milliseconds based on

Algorithm 7: Decision function for the Rotated
Coordinates algorithm

input : p as the coordinates to transform
input : a as the rotation angle
output: c as the coordinates transformed
switch The value of a do

case 90 do
swap(px, py);
py ← −py;
break;

case 180 do
p← −p; break;

case 270 do
swap(px, py);
px ← −px;
break;

end
c← p

the test characteristics. Every scenario was calculated
10 different times and the minimum (MIN), maximum
(MAX) and the average (AVG) execution times are pre-
sented, except for the tests performed in CUDA where
the average execution time is more relevant. The Per-
formance Improvement PI metric is calculated over the
average execution times as PI = tseq/tn where tseq is the
average execution time in the sequential model, and tn
is the execution time on n threads.

4.2. Micro-benchmark
The micro-benchmark process is performed over con-

trolled scenarios to verify the feasibility of a set of hy-
pothesis.

4.2.1. Number of Threads
Goal. Verify how the parallel execution of a set of de-
couple tasks gets benefit of the amount of available
thread.

Setup. Pipeline with 20 independent jobs with O(n2)
computational complexity (Random square matrices
multiplications of 4000, 2000, 1000 and 500 rows/cols).

Outcome. The Figure 11 shows the performance im-
provement in each scenario. Regarding the maximum
reached improvement: The pipeline with matrix multi-
plications of 4000×4000 runs 4.92x faster on 12 threads.
The pipeline with matrix multiplications of 2000×2000
runs 5.21x faster on 12 threads. The pipeline with ma-
trix multiplications of 1000 × 1000 runs 5.06x faster on
11 threads. The pipeline with matrix multiplications of
500 × 500 runs 4.42x faster on 8 threads.

4.2.2. Execution strategies
Goal. Verify the parallelism benefit obtained from
three different parallel execution strategies.
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Figure 11: Performance improvement on executing random square
matrices multiplications of 4000, 2000, 1000 and 500 rows/cols in a
pipeline of 20 jobs over 1 - 12 threads

Setup. Pipeline represented by the graph in Figure
12 with 12 nodes with O(n2) computational complex-
ity (Random square matrices multiplications of 4000,
2000, 1000 and 500 rows/cols). The nodes execution is
constrained by dependencies.. Execution is performed
in the Workstation 1 (See Table 1).

The critical path as the maximal sequence of nodes
that cannot be executed in parallel is: 0 → 3 → 8 →
10 → 11 with an average execution time of 44.230786
seconds.

Figure 12: DAG for testing execution strategies. Square random ma-
trix multiplications with rows/cols size indicated in red colour.

Strategy 1. Execute the DAG concurrently following a
topological order. Pause the scheduling of new tasks
when the dependencies of the next node to send are not
satisfied. Resume the scheduling once the dependencies
has been satisfied. The figure 13 shows the result of the
execution.

Strategy 2. Execute the DAG concurrently, continu-
ously exploring all the nodes and scheduling only those
whose dependencies are satisfied. The exploration is
limited in each iteration on the set of nodes which has
not been scheduled. The exploration is over when the

Figure 13: Execution results for the pipeline in Figure 12 following
the Strategy 1

latest node is scheduled. The figure 14 shows the result
of the execution.

Figure 14: Execution results for the pipeline in Figure 12 following
the Strategy 2

Strategy 3. Execute the DAG concurrently in a chain-
like way. Get the initial nodes where their dependencies
are satisfied and schedule their execution. Wait for the
successful execution of a node and explore and sched-
ule its children nodes whose dependencies are satisfied.
The exploration is over when the latest node is sched-
uled. The figure 15 shows the result of the execution.

Figure 15: Execution results for the pipeline in Figure 12 following
the Strategy 3
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Outcome. The Figure 16 shows the performance im-
provement in each strategy. Regarding the maximum
reached improvement: The Strategy 1 runs 1.14x faster
on 2 threads and its minimum execution time is 101.22s.
The Strategy 2 runs 2.55x faster on 11 threads and its
minimum execution time is 44.93s. The Strategy 3 runs
5.56x faster on 5 threads and its minimum execution
time is 44.92s.

Figure 16: Performance improvement on the execution of the Strate-
gies 1, 2 and 3

4.3. Execution Over The Angulated Overlay Pipeline

The next set of tests were performed over the Angu-
lated Overlay Pipeline. It is important to remark that the
execution times are related with the pipeline execution
while the entire application is in execution state.

The execution strategy chosen for this test set is the
Strategy 3, which is the one used in the final sched-
uler described in the section 3.3.6, also including the
Scheduling Heuristic described in 3.3.5. Execution is
performed in the Workstation 2 (See Table 1).

Goal. Verify how the proposed scheduler benefits the
Angulated Overlay pipeline execution with and without
the Scheduling Heuristic.

Figure 17: Parallel execution results for the Angulated Overlay
pipeline without the Scheduling Heuristic

Figure 18: Parallel execution results for the Angulated Overlay
pipeline with the Scheduling Heuristic

Figure 19: Performance improvement on the execution over the An-
gulated Overlay pipeline with and without the Scheduling Heuristic

Outcome. The Figured 17 and 18 shows the pipeline
execution times on different number of threads without
and with the heuristic implemented. Finally the Figure
19 shows the related performance improvement of both
tests. Without the heuristic, the maximum performance
improvement factor is 1.91x with a minimum execution
time of 48.7743ms at 6 threads, while when the heuris-
tic is included, it reaches a performance improvement
of 2.03x with a minimum execution time of 46.5982ms
also at 6 threads.

Finally the heuristic was able to group 52 nodes
within 21 jobs, distributing the pipeline in a total of 107
jobs.

4.4. CUDA

Execution is performed in the Workstation 2 (See Ta-
ble 1).

4.4.1. Memory Management Micro-benchmark
This test was intended to show the benefits of mem-

ory pre-allocation in the process of creating and per-
forming host-to-device memory copying on GpuMats,
which is the C++ class of OpenCV that supports the
creation of matrices in the GPU. The Table 3 shows the
tests results using two experimental matrix sizes used in
the Angulated Overlay pipeline: 32 bit Float matrix of
3 channels with sizes 480 × 640 and 43 × 43.
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Op. Matrix
Size.

Execution Time (ms)

Mat GpuMat GpuMat
Prealloc.

Create 43 × 43 0.00232 0.00818 0.00345
480 × 640 0.01335 0.37169 0.00363

Upload 43 × 43 0.42612 0.02905
480 × 640 0.87705 0.43635

Table 3: Average creation time of an OpenCV Mat and GpuMat, and
host-to-device memory copying.

4.4.2. Algorithms Execution
The Table 4 shows the execution times of the five

algorithms implemented in CUDA from scratch, in its
worst performing node. The nodes are part of the Angu-
lated Overlay pipeline and the input matrix dimensions
on each node are specified in terms of rows × cols ×
channels.

The Rotated Coordinates algorithm in the node
rot coords shows an average performance im-
provement of 18.45x. The Calibrated Coordinates
algorithm in the node calibratedcoordinates

shows an average performance improvement of
5.37x. The Shifted In Range algorithm in the node
aec1 project inpaint shows an average perfor-
mance improvement of 2.76x. The In Range algorithm
in the node detector project shows an average
performance improvement of 3.09x. The Rotate algo-
rithm in the node rotated depth shows an average
performance improvement of 1.08x.

4.4.3. Algorithms Micro-benchmark
The next set of tests evaluate the CUDA algorithm

implementations, by using randomly generated square
matrices of 30, 100, 200, 400, 800, 1600 and 3200 rows,
comparing its execution time against the CPU imple-
mentation.

Rotated Coordinates Algorithm. Figure 20 shows the
average execution times of the Rotated Coordinates al-
gorithm in CPU and GPU using randomly generated
Float 32bit matrices of two channels, with values
in the range of -1000 and 1000. The rotation angle is
90 degrees as it is the worst performing scenario in the
CPU execution (See Table 4).

Calibrated Coordinates Algorithm. Figure 21 shows
the average execution times of the Calibrated Coordi-
nates algorithm in CPU and GPU using randomly gener-
ated Float 32bit matrices of 3 channels, with values
in the range of 0 and 1500. The other input parameters
as the Fields of View and the Scale were randomly gen-
erated as they are not relevant in the performance of the
algorithm.

Figure 20: Average execution time for the Rotated Coordinates algo-
rithm in CPU and GPU, using a rotation angle of 90 degrees

Figure 21: Average execution time for the Calibrated Coordinates al-
gorithm in CPU and GPU

In Range Algorithm. Figure 22 shows the average ex-
ecution times of the In Range algorithm in CPU and
GPU using randomly generated Float 32bit matrices
of two channels, with values in the range of -200 and
200. The filtering ranges are -104 to -112 for the chan-
nel 1, and -54 to -27 for the channel 2.

Figure 22: Average execution time for the In Range algorithm in CPU
and GPU

Rotate Algorithm. Figure 23 shows the average execu-
tion times of the Rotate algorithm in CPU and GPU us-
ing randomly generated Float 32bit matrices of one
channel, with values in the range of 0 and 1500. The
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Node Algorithm Input Type Execution Times (ms)
CPU GPU

rot coords Rotated Coordinates - 90 deg. 480x640x2 Float 32 4.29266 0.23262
calibratedcoordinates inpaint Calibrated Coordinates 480x640x3 Float 32 1,46079 0.27165
aec1 project inpaint Shifted In Range 640x480x2 Float 32 0.49932 0.18067
detector project In Range 640x480x2 Float 32 0.49048 0.15870
rotated depth Rotate - 90 deg. 480x640x1 Float 32 0.36573 0.33680

Table 4: Execution time of the CUDA re-implemented algorithms in its worst performing node

rotation angle is 90 degrees as it is the worst performing
scenario in the CPU execution (See Table 4).

Figure 23: Average execution time for the Rotate algorithm in CPU
and GPU, using a rotation angle of 90 degrees

Shifted In Range Algorithm. This algorithm was not
deeply evaluated since its implementation is based in
the In Range Algorithm, but shifting the input ranges
before execution.

5. Discussion

5.1. Micro-benchmark Process

From the initial steps of the micro-benchmark pro-
cess in Figure 11 it can be seen that the overall perfor-
mance improves when the number of allocated threads
is closer to the number of CPU cores, but it deserves
to emphasise than it might not always the case. The
threads are allocated and managed by the Operating
System (OS) so, the full availability of CPU cores is
hypothetical but not practical, explaining why having
more threads than CPU cores still show some improve-
ment. However the graph is clear in showing that
all the scenarios experiment a performance improve-
ment up to 6 threads, where at least the 85% of the
maximum experimented performance improvement is
reached. Right after the results might vary from having
a plateau to facing a performance degradation by the ex-
haustion of the computational resources. For instance,
the pipeline where matrices of 500×500 are multiplied,
faced a performance degradation running over 7 threads,
while the other tests faced such situation over 8 threads.

To conclude, the maximum number threads to use to
tackle a parallel problem can be related with the num-
ber CPU cores, and although a higher performance can
be reached adding threads beyond such number, the risk
of facing a sudden performance degradation increases.

The initial outcome from the experimentation in the
section 4.2.2 is that maximising the threads usage bene-
fits the parallel execution. The Strategy 1 increases the
threads idle time by following a sequential-like topo-
logical order and pausing the entire scheduling until the
explored node satisfies its dependencies. The strategies
2 and 3 overcome this problem by scheduling nodes on
demand based on a deeper graph exploration, showing
better execution results in Figures 14 and 15 where both
of them are close to the expected computation time for
the critical path of the graph in Figure 12, rather than
the best execution results for Strategy 1 in Figure 13.

Another observation is that the parallel execution is
constrained by the DAG topology which is the main rea-
son of why a parallel execution of fully decoupled jobs
as in Figure 11 experiments a bigger performance im-
provement. This lead to conclude that there are topolo-
gies (as the Directed line graph) where little or no per-
formance improvement can be experimented regard-
less the available CPU threads and the quality of the
Scheduling heuristic. Of course when the parallelism
capabilities are exploited over each node execution, the
overall performance can be improved.

Figure 16 shows that the Strategy 3 has the biggest
performance improvement but is still very close to the
Strategy 2. This is understood in the way that Strategies
2 and 3 nearly reach the execution time of the critical
path. The difference which makes the strategy 3 better
is the reduction of scheduling overhead by only explor-
ing the graph following the children of the successfully
executed nodes. The exploration proposed by the strat-
egy 2 might present a big overhead as the number of
DAG nodes increases.

5.2. Execution on the Angulated Overlay Pipeline

Figures 17 and 18 show that the pipeline execution
benefits on the availability of concurrent resources, re-
ducing its execution time in less than a half which is the
case for the scheduler including the scheduling heuris-
tic running over 6 threads. There is not a significant
improvement right after the execution over 2 threads,
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which can be associated with limitations related with
the pipeline’s DAG topology.

Although when looking at the execution time the ben-
efit of the scheduling heuristic is not clear, the Figure
19 comparing the performance improvement of both
flavours, favours the heuristic showing a higher im-
provement when the pipeline runs over 2, 3, 5 and 6
threads, over the scheduling strategy without the heuris-
tic. We can conclude from this testing step that the re-
duction of the scheduling overhead with smart schedul-
ing strategies towards the maximum exploitation of the
parallelism capabilities of a pipeline, can still reduce its
execution time.

5.3. CUDA Memory micro-becnhmark

The results in the Table 3 shows that in all the cases
the preallocation benefits the creation of a GpuMat, and
exceeds in performance the Mat creation in longer in-
puts. The upload operation gets some benefit also by
removing the overhead generated when allocating space
for copying the data from Host to Device. We can con-
clude that maximising the memory re-usage and min-
imising the number of new allocations leads to create
efficient CUDA based implementations.

5.4. CUDA implementations

All the GPU implementations of the listed algorithms
in the Table 4 are more efficient and faster in each sce-
nario, but the individual tests allowed us to find that
there are cases where the GPU implementations might
not have better execution times.

The GPU overhead generating during the execution
of the first kernel and the initial allocation of the threads
to perform the parallel execution, reduces the algo-
rithm’s efficiency for little inputs. That can be evi-
denced in Figures 21, 22 and 23 where the CPU imple-
mentation outperforms their CUDA counterparts when
the input square matrix has less than 200 rows. This
shows that no always choosing a CUDA implementa-
tion is efficient.

The case in Figure 20 is exceptional since in our ex-
perimentation the CUDA implementation shows a better
performance in all the inputs. The main reason behind
this is the inefficient implementation of the CPU ver-
sion of the Calibrated Coordinates algorithm. As this
is described in the Section 3.4.2, the coordinates after
rotated are transformed. In the presented CUDA imple-
mentation, the matrix is explored only once and the ro-
tation and transformation are performed pixelwise at the
same iteration, while the CPU implementation perform
both operations separately through different OpenCV
functions, traversing the matrix multiple times. The
CUDA implementation of this algorithm runs 32, 29x
faster than its CPU version with matrices of 3200×3200.

The overall conclusion of this test set is that the
CUDA implementations with the usage of pre-allocated

memory have shown an outstanding performance im-
provement over its CPU counterparts, demonstrating
than the multi-threading capabilities of the GPUs along
with a good problem granulation for a good kernel def-
inition are clue for efficient CUDA approached imple-
mentations.

6. Conclusions

In this project, we proposed the a modular architec-
ture of a job scheduler that decouples the job generation
from its execution.

The highest performance improvement in the Angu-
lated Overlay pipeline was 2.03x, reducing in more than
a half the computation time over 6 threads. This result
was reached combining an scheduling strategy that re-
duces the pipeline’s nodes exploration, with an schedul-
ing heuristic that groups the execution of consecutive
nodes into single jobs.

Furthermore, looking for a GPU extension of
the existing pipelines, a set of algorithms were re-
implemented using the CUDA framework, reaching
outstanding results as it was for the Rotated Coordi-
nates algorithm, with an improvement factor of 18.45x.
The results of this first approximation is an incentive
for developing better performing pipelines exploiting
the hardware heterogeneity, looking for real-time level
computations.

This project open three different investigation
branches for further studies: First, towards an efficient
usage of the CPU resources exploring modern features
e.g. branch prediction, usage of cached memory, etc.
Second, towards improving the heuristic for clustering
jobs in a DAG reducing the scheduling overhead. Third,
towards the implementation of the existing algorithms,
looking for efficient CPU and CUDA based implemen-
tations, reducing the execution time of every node.
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Abstract

Parcellation of brain MRI is a powerful tools for characterization of normal and pathological tissues. Recently, three-
dimensional Deep Convolution Neural Network (CNN) have quickly turned into the state-of-the-art in a variety of
brain image parcellation applications. However, it brings with it various challenges. Specifically, these are posed
by GPU memory limitations for high resolution volumes, the complexity of the segmentation task and low numbers
of manually annotated training data. These challenges have been addressed in this thesis through two main brain
MRI segmentation approaches. The first approach proposes an alternative strategy for Spatially Localized Atlas
Network Tiles (SLANT). It simplified the brain segmentation task into registered localized sub-volumes, leveraging
the brains symmetry and voxel spatial locations. The scarcity of annotated data is addressed through another semi-
supervised proposed approach by combining a feature matching GAN model with SLANT. The second approach is
an implementation for unsupervised deep learning approach combining atlas base segmentation and deep learning-
based registration, without the need for any annotated volumes during training. The proposed models are trained
on a collection of datasets from various sources to classify 31 anatomical structures. The SLANT approach using
UNet model achieves the best segmentation results, reaching percentage Dice similarity scores ranging from 79.4%
to 96.6% on selected parcels of interest for neurodegenerative diseases.

Keywords:
Brain Segmentation, Network Tiles, Deep CNN, GAN, Atlas Segmentation

1. Introduction

Automated imaging segmentation has opened new
horizons in brain imaging applications, as it is an es-
sential stage for measuring and visualizing anatomi-
cal structures of tissue-volumes derived from Magnetic
Resonance Images (MRI). MRI quantitative and qual-
itative analysis has been used extensively for analysis
of brain disorders, which helped clinical specialists to
diagnose, monitor progression and therapeutic response
for various neurodegenerative and neurodevelopmental
disorders, tumors and psychiatric disorders. Moreover,
segmentation is used extensively in intervention plan-
ning and guidance.

Delivering critical information about the shapes and
volumes of brain structures is a very challenging seg-
mentation tasks. Manual delineation for Brain lobes
provides very precise brain parcels but it is time-
consuming, complex and a lack of reproducibility pro-

cess. Enormous progression in brain MR imaging has
contributed to generating high quality MR volumes that
makes manual delineation not feasible for clinical use.
Consequently, many computerized-based segmentation
algorithms, both semi-automated and fully automated,
have been proposed to facilitate the delineation process.

Semi-automated segmentation requires medical spe-
cialist intervention to guide initialization and/or in-
teraction. In interactive methods, the generated la-
bels after non-precise computerized segmentation are
corrected manually. By contrast, manually initialized
methods require manually initialized seed points or
contour that roughly represents the boundary of a tar-
get brain structure. Manually initialized methods can
be divided into two primary sub-categories which are
region-based and boundary-based. In region-based ap-
proaches, each voxel is assigned to membership accord-
ing to homogeneity of the adjacent voxels, as in re-
gion growing and merging algorithm (Zhu and Yuille,
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1996). Boundary-based approaches attempt to deform
the initialized boundaries seeds around the objects by
minimizing the energy function that measures the vari-
ation in gradient features near to the boundary, such
as snake and balloon algorithms (Kass et al., 1988),
(Staib and Duncan, 1992), (McInemey and Terzopou-
los, 1999). Although semi-automated segmentation ap-
proaches facilitates the delineation process, they have
been deployed in small-scale medical applications.

Fully-automated segmentation is the preferred tech-
nique in medical imaging fields, as it does not require
human intervention through the segmentation stages,
and it is therefore easy to be deployed in clinical ap-
plication. Classical fully-automated unsupervised clus-
tering algorithms such Fuzzy c-mean (Zhang and Chen,
2004), k-mean (Dhanachandra et al., 2015) and Expec-
tation Maximization (EM) (Zhang et al., 2001) have
been widely used for MRI brain segmentation. These
algorithms are effective to classify a group of tissues
with similar pixels without accounting the spatial lo-
cation. Hence, they have been used to segment the
main brain tissue classes with significant intensity dif-
ferences, which are White Matter (WM), Gray Matter
(GM), and CerebroSpinal Fluid (CSF).

Supervised segmentation approaches are applied to
segment some specific brain anatomical structures,
steered by a model of the shape and/or appearance
of these structures like Active Shape Model-based ap-
proaches (Van Ginneken et al., 2002), and level sets
segmentation based approaches (Baillard et al., 2001)
(Wang et al., 2014).

Image artifacts such as bias field and partial vol-
ume effects present important challenges for fully-
automated segmentation due to the variety of anatom-
ical brain structures that may share the same tissue con-
trast. Therefore, probabilistic atlas-based (Aljabar et al.,
2009) segmentation algorithms are widely used as they
exploit prior anatomical information to make the seg-
mentation task more robust. In this approach, previ-
ously delineated labels for reference MRI images (at-
lases) are manipulated as a prior knowledge to segment
target image. The image segmentation problem is cast
as a registration problem by registering the reference
atlas images to the domain of the target image. The
relevant atlas labels are then propagated onto the target
image. Single-atlas (Guimond et al., 2000) (Wu et al.,
2007) is the basic framework in atlas-based segmenta-
tion approaches, as it uses single atlas image. However,
its performance degrades in high anatomy variation be-
tween the atlas image and the target image. There-
fore, multi-atlas (Rohlfing et al., 2004) (Heckemann
et al., 2006) segmentation approaches address this prob-
lem by registering multiple atlases images, while the
conflict between propagated label are harmonized us-
ing multi-atlas label fusion techniques (Warfield et al.,
2004) (Heckemann et al., 2006) (Wang et al., 2012) (As-
man and Landman, 2013) (Iglesias and Sabuncu, 2015).

The different atlas based segmentation approaches have
been regarded as robust brain volume segmentation
standards, and they are still used in many recent med-
ical parcellation tools (Mikhael and Pernet, 2019).

Recently, deep Convolutional Neural Networks
(CNN) approaches have been deployed in large-scale
for computer-aided medical imaging systems. Re-
cent advances in semantic segmentation using three-
dimensional kernels have enabled to segment three-
dimensional brain structure. Though semantic segmen-
tation achieves state-of-the-art volume segmentation re-
sults. It includes specific challenges that need to be ad-
dressed, such as the scarcity of labelled data, the high
class imbalance found in the ground truth labels and
the memory limitation problems for three-dimensional
images. In this thesis works, we compare three recent
MRI volume segmentation approaches to analyze brain
structures based on supervised, semi-supervised and un-
supervised learning methods. These approaches employ
CNN segmentation and registration models to leverag-
ing some advantages of regionalized network special-
ization while mitigating the memory limitations for high
resolution images.

2. State of the art

In the last decade, deep CNN have outperformed
other machine learning approaches in many visual
recognition tasks (Bengio et al., 2013). Although con-
volutional networks have already existed for a long time
(Lawrence et al., 1997) (LeCun, 1998), their success
was restricted due to implementation scale of the net-
works size which is limited by he lack of computational
power, and the complexity of the problem that could be
addressed. The increased availability and power of GPU
technology allowed the applicability of deep CNNs for
large scale medical imaging applications.

The state-of-the-art CNN models for supervised im-
age segmentation are variants of conventional encoder-
decoder architecture like UNet (Ronneberger et al.,
2015) (Çiçek et al., 2016) and V-Net (Milletari et al.,
2016). In the encoder part, the input image is down-
sampled into the latent space using strided convolution
and max pooling layers. In the decoder part, the com-
pressed image is up-sampled and concatenated to the
same level encoding layers via skip connections, in or-
der to make the decoder output follow the spatial struc-
ture of the input. These skip connections constrain the
reconstruction process at the same-scale feature maps of
the encoder and decoder layers.

An alternative semi-supervised learning approach uti-
lizes Generative Adversarial Networks (GANs) to use
a very few annotated training examples (Mondal et al.,
2018). The segmentation model is trained with labeled
and unlabeled scans by extracting few-shot patches
from these volumes. The adversarial networks consists
of a generator and discriminator. The generator network
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tries to produce realistic fake patches, while the dis-
criminator tries to distinguish the generated fake patches
from the true patches.

Another recent unsupervised volume segmentation
approach combines a conventional Bayesian probabilis-
tic atlas-based segmentation with deep learning (Dalca
et al., 2019). This approach comprises a deformable
medical image registration framework using Voxel-
Morph (Balakrishnan et al., 2018), a probabilistic at-
las and the global statistics of image intensity classes to
efficiently estimate the deformation field and the scan-
specific likelihood intensity parameters for the input im-
age. One of the major advantage of this approach that
the segmentation model does not require any ground
truth data during training.

The basic technique to apply a full volume brain seg-
mentation is to fit the complete MRI volume to a 3D
CNN. Despite the decent results of this technique, it
faces a GPU memory limitation for high resolution 3D
brain volumes. Therefore, other approaches have been
proposed to solve this problem by performing 2D slice
segmentation of the 3D volume (Dong et al., 2017).
The predicted output for each slice separately is then
combined into a volume. This approach may have lim-
ited accuracy because it does not consider the inter-slice
information between the neighboring slices. Hence,
different 2.5D1 segmentation approaches (Roth et al.,
2014) (Angermann and Haltmeier, 2019) have been pro-
posed to address the missing information in 2D segmen-
tation and memory limitations of 3D segmentation. Al-
though the 2.5D approaches can provide good segmen-
tation results for some medical case studies, it is not
standard technique to express volume images.

Patch-based segmentation is one of proposed solu-
tions to deal with memory and computational require-
ments. In this approach, the brain region of interest
is divided into similar-sized 3D overlapped sub-regions
(patches). All the generated patches are then used to
train a 3D CNN model. The testing volumes are pre-
dicted through non-overlapped 3D patches that cover
the whole brain region. This approach also addresses
the problem of labeled database limitation through few-
shot learning (Fei-Fei et al., 2006). However it is not ro-
bust to segment a high number of anatomical parcels for
full volume brain structure, since each patch will cover
only a subset of brain regions, and this can seriously
exacerbate the class imbalance problem.

Spatially Localized Atlas Network Tiles (SLANT)
(Huo et al., 2018) (Huo et al., 2019) approach addresses
the problem of limited GPU memory and simplifies
the complex problem of high number of anatomical la-
bels segmentation into simpler problems, better suited
to limited training data. In this approach, the issue of

12.5D is a general term for methods that conceptually lie some-
where between 2D and 3D.

arbitrary per-patch coverage of the brain regions is ad-
dressed by registering the training and testing volumes
into a standard template. Then, the whole volume is
divided into overlapped fixed sub-volumes (tiles), each
one being processed by a different UNet.

3. Material and methods

The systems pipelines for this work are based on
two existing systems. The first pipeline system pro-
poses an alternative strategy for SLANT approach. This
approach comprises an implementation for two sub-
approaches using UNet model as a supervised seg-
mentation, and feature matching GAN model as semi-
supervised segmentation. The second pipeline sys-
tem builds on unsupervised volume segmentation ap-
proach, combining VoxelMorph registration network
with Bayesian probabilistic atlas.

3.1. Dataset Description and Pre-processing
The input images for these pipeline systems are col-

lected from various resources with different isotropic
spatial resolution for single modality MRI T1 weighted
brain scan. The dataset is composed of raw clinical MRI
brain images from different scanners and MRI brain
datasets from different challenges. Whole dataset is di-
vided with fixed proportion into Training set and Testing
set, as shown in Table 1.

Dataset Name Training Set Testing Set
BGM Atlas 64 19
ADNI MCI 34 10
MRICloud 33 10
MICCAI 2012 MR 25 8
ADNI AD 21 7
Volunteers (Canon) 19 6
IBSR MR 14 4
Total 210 64

Table 1: Number of training and testing T1w Brain MRI volumes per
dataset (Wu et al., 2016) (de Vent et al., 2016) (Mori et al., 2016)
(Landman and Warfield, 2012) (Frazier et al., 2007).

In order to unify all disparate scans, they are affinely
registered using Elastix toolbox (Klein et al., 2009) to
MNI ICBM 152 space (Lancaster et al., 2007). Then,
N4ITK was applied to suppress the bias field noise
(Tustison et al., 2010). Since the acquired scans from
MRI devices are non-scaled, the scans intensities are
not harmonized over different scanners, and even differ-
ent scans across the same scanner. Therefore, each scan
is normalized by truncating the intensities outside the
percentile range 5% to 95%. This harmonization tech-
nique eliminate the outliers intensities, and stretches the
major brain intensities information over the histogram.
Furthermore, it is a relatively simple approach in com-
parison to existing approaches (Madabhushi and Udupa,
2006) (Schaap et al., 2009) (Simkó et al., 2019).
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3.2. Ground Truth Generation

The ground truth labels have been generated using
brain parcellation application (Murphy et al., 2014). It
was developed based on traditional image analysis tech-
niques and comprises five stages. In the first stage, the
left-right volume direction is rotated towards the mid-
sagittal plane. In the second stage, 99 atlas volumes are
affinely registered and propagated to align the input vol-
ume. In the following stage, mutual information metric
is computed be between the registered atlases and input
volume in order to select the best aligned atlases to pro-
ceed to the fourth stage. Then, the selected atlases are
non-rigidly registered to the input volume space, and the
relevant labels are propagated using the affine and non-
rigid deformation fields. In the last stage, the priory
probability distribution are generated over the structure
labels, and they are refined using the EM algorithm for
final assignment.

This brain parcellation application generates 290
brain parcels including the background region. The par-
cellation protocol defines five levels of increasing re-
finement. The first level includes main divisions of the
forebrain, midbrain and hindbrain, as well as CSF and
the skull, while the fifth level include a detailed brain
classes that was generated by the parcellation applica-
tion, as shown in Table 2. Merging the left and right
counterparts into a single label leverages the brain sym-
metry and can lead to greater memory savings.

Parcellation
Level

Without L/R
Merging

With L/R
Merging

Level 1 9 8
Level 2 23 14
Level 3 57 31
Level 4 139 72
Level 5 290 149

Table 2: Number of ground truth parcels for each level, with and with-
out left-side and the right-side labels merging.

3.3. Brain Atlas Generation

VoxelMorph based atlas segmentation approach re-
quires generating the probabilistic atlas priors for all

brain parcels. As illustrated in Figure 1, an affine reg-
istration followed by B-splines registration have been
preformed using Elastix toolbox to propagate the train-
ing volumes to the MNI ICBM 152 space. Then, bias
field noise was removed using N4ITK. Using the brain
parcellation application, left-side and right-side com-
bined labels were generated for L3 parcels. The prior
probabilities of observing the propagated parcels for the
training volumes are firstly computed. Afterwards, the
left-side and right-side prior probabilities for the axial
direction are mirrored and combined to generate sym-
metric probabilistic atlas.

3.4. Spatially Localized Atlas Network Tiles (SLANT)

The proposed SLANT pipeline system is shown in
Figure 2. This pipeline is fed with the pre-processed
volumes in the MNI space, and the corresponding gen-
erated ground truth.

3.4.1. Network Tiles
The brain region of interest of the MNI space is con-

strained within a bounding-box (160, 192, 160). The
entire bounding box region is covered by kx × ky × kz

equally spaced, equally sized 3D tiles, extending d% of
the bounding box size along each side. The amount of
overlap between tiles can be varied through combina-
tions of k and d.

In the original SLANT system (Huo et al., 2018)
(Huo et al., 2019), each tile subspace trained with spe-
cific CNN model using 3D UNet architecture. We pro-
pose exploiting the symmetry of the brain across the
midsagittal plane. The right-side tiles are horizontally
mirrored and augmented with the left-side tiles. How-
ever, medial common tiles are horizontally mirrored and
augmented with themselves to keep number of training
cases balanced as in the side tiles. This technique boosts
the accuracy, and reduces the number of the trainable
tiles.

3.4.2. UNet Network Model
Besides dedicating a UNet model to each individual

tile, another technique is proposed in this research by
training all the SLANT tiles using a single UNet model.
The 3D coordinates for each voxel can be added as

Figure 1: Probabilistic atlas generation for 31 brain parcels.
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Figure 2: The proposed SLANT(3, 2
3 ) pipeline system includes canonical medical image pre-processing and ground truth generation. Each tile

covers 66.67% of the bounding-box region that covers the brain volume.

spatial feature, as shown in Figure 3. In order to de-
crease the model complexity is this configuration, the
spatial feature map size is downsampled by a factor of
2. The volume image is centred by normalizing the spa-
tial features between -1 and 1. These 3D coordinates
feature map is divided into subspace relevant to each
tile, and concatenated with the second level of the UNet
model. This proposed architecture exploit the advan-
tages of few-shot learning SLANT approach. In addi-
tion, it decreases the number of training models. The
UNet network model in the original SLANT paper uses
voxel-wise Dice loss function between predicted parcels
Ai and the ground truth parcels Bi, ignoring the back-
ground. Using M as the total number of parcels, the
DSC and its derived loss function are defined as

DS Ci =
2 |Ai

⋂
Bi|

|Ai| + |Bi| i = 1, ., ., M (1)

and

Ldice = 1 −
∑M

i=1 DS Ci

M
(2)

3.4.3. Feature Matching GAN Network Model
This model was built based on existing work (Mon-

dal et al., 2018) as illustrated in Figure 4. It proposes a
novel combination between SLANT system architecture

Figure 3: 3D UNet architecture with 4 inputs represented by red
boxes. The input volume image in the first level and the three co-
ordinates in the second level. Green boxes represent copied feature
maps from the encoder and concatenated to the decoder at the same
level.

and semi-supervised adversarial deep learning. To im-
plement this model, the training set is split into labeled
and unlabeled volumes, and each volume is divided into
SLANT tiles. The labeled, unlabeled and the generated
fake tiles are included during the training process.

The conventional GANs algorithmic architectures
uses two CNNs, pitting one against the other. The gen-
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Figure 4: Feature matching GAN Model is an adversarial setup con-
sisting of Generator, and Discriminator in UNet architecture. Both
networks are trained simultaneously.

erator GθG is trained to map a randomly generated noise
vector z ∈ Rd with uniform distribution into a syn-
thetic image vector x̃ = G(z). Meanwhile, the discrim-
inator DθD is trained to differentiate between real tiles
x ∼ pdata(x) and synthesized tiles x̃ ∼ pG(z). Both of the
generator and discriminator networks are two players in
a min-max optimization game, as shown in the follow-
ing function V(DθD ,GθG ).

min
GθG

max
DθD

Ex∼pdata(x) [logDθD ] + Ez∼noise[1 − DθD (GθG (z))]

(3)
The labeled tiles in sub-volume space xH×W×D are

trained using standard 3D UNet segmentation model
to the output space yH×W×D with M logit classes
[li,1, ..., li,M]. Using the Softmax function, the output can
be represented by class probabilities.

pmodel(yi = j|x) =
exp(li, j)∑M

m=1 exp(li,m)
(4)

A voxel-wise Dice loss function Llabeled are com-
puted between the predicted segmentation probabilities
pmodel(yi = j|x) using Softmax function and the ground
truth of the labeled tile. Since the generator model G
predict the realistic synthesized tile, the discriminator D
requires an additional class to distinguish if the gener-
ated fake tile is true. This additional class can be recast
back within the M classes by maximizing the following
equation.

Ex∼pdata(x)

H×W×D∑

i=1

log pmodal(yi ∈ 1, ...,M|x) (5)

From the last equation, the unlabeled and fake tiles
can be also trained using the same UNet model. Us-
ing the normalized logits strategy in (Salimans et al.,

2016), the loss functions for the fake and unlabeled tiles
Lunlabeled and L f ake can be directly calculated by em-
ploying the normalized logits in the Softmax function of
Equation (4), where Zi(x) =

∑M
m=1 exp[li,k(x)], as shown

in the following equations.

Lunlabeled = −Ex∼pdata(x)

H×W×D∑

i=1

log
[

Zi(x)
Zi(x) + 1

]
(6)

L f ake = −Ex∼pdata(x)

H×W×D∑

i=1

log
[

1
Zi(GθG (z)) + 1

]
(7)

The yield Dice loss functions from labeled tiles
Llabeled are weighted by parameter α to stimulate the
UNet segmentation predictions, and it is combined with
obtained loss output from fake and unlabeled tiles in a
discriminator loss function.

Ldiscriminator = αLlabeled + Lunlabeled + L f ake (8)

The generator uses a feature matching (FM) strategy
for calculating the loss, which aims to match the ex-
pected values of features f (x) in an intermediate layer
of the discriminator. f (x) is the output from the sec-
ond last of the UNet encoder models, as it provides a
higher performance than using the last layer (Mondal
et al., 2018).

Lgenerator =
∥∥∥Ex∼pdata(x) (x) f (x) − Ez∼noise f (GθG (z))

∥∥∥2
2
(9)

Following the FM GAN authors’ steps, the 3D UNet
architecture is modified to adapt the GAN framework
in order to make the training more stable. The weight
normalization is used instead of the batch normaliza-
tion.Alseo, Leaky ReLUs is used for activation func-
tions because it is robust to small negative outputs (log-
its), as they will still provide a gradient whereas stan-
dard ReLU would not. Since sparse gradients are in-
duced by max pooling which are not good for GANs,
the authors replaced them with average pooling.

3.4.4. Predicted Labels Reconstruction from Network
Tiles

During the reconstruction process for the predicted
labels, the common voxels within the overlapped re-
gions would be segmented more than once from mul-
tiple models. Since the predicted probabilities from
the softmax activation function of the model output
layer represents the membership of each voxel towards
all classes, the robust trained models may provide
high probability variance between the predicted classes.
Therefore, in this work the different predicted proba-
bilities for the overlapped voxels are summed together.
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This technique provides a soft decision for the maxi-
mum argument classification of each class. The recon-
structed function for the 3D image in the MNI space
S MNI at voxel point (ix, iy, iz) is shown in the following
equation, where S t is the sub-space tile at voxel point
( jx, jy, jz), and T the total number of tiles.

S MNI(ix, iy, iz) = argmax
l∈{0,1,...,M−1}

T∑

t=1

p
(
l | S t( jx, jy, jz)

)

(10)
The predicted probabilities addition technique is bet-

ter than the majority voting method which is not sensi-
tive to the predicted probability outputs form the more
robust trained models. In addition, it is less complex
because it does not require an additional classification
stage for the overlapped regions.

3.5. VoxelMorph Based Atlas Segmentation (VMBAS)

VoxelMorph Based Atlas Segmentation approach is
carried out utilizing Bayes’ rule for segmentation, and
merging it with an unsupervised deep learning-based
registration framework. The network model architec-
ture gθC (I, A) = (θS , θI) = (v, µ, σ2) of this system was
designed using the 3D UNet based architecture for Vox-
elMorph (Balakrishnan et al., 2018). As demonstrated
in Figure 5, the model reads two inputs: an MRI vol-
ume I and the probabilistic atlas A. This UNet in-
cludes 32 convolutional filters in both the encoder and
decoder stages using a kernel size of 3, stride of 2, and
LeakyReLu activation functions. At the end point of
the UNet, a pair of convolutional layers are attached.
The first convolutional layer to output stationary ve-
locity field v. This layer is followed by scaling and
squaring (Arsigny, 2006) (Dalca et al., 2018) (Krebs

et al., 2019) integration layer to calculate the deforma-
tion field φ = exp(v), which yield the diffeomorphic
flow loss parameter. Then, the probabilistic atlas A is
warped using an additional spatial transform layer. The
second convolutional layer to output the Gaussian in-
tensity parameters µ, σ2, which is combined with input
MRI volume I to provide the likelihood maps. These
maps with warped atlas enable computation of the data
loss term.

From the generated probabilistic atlas, the prior prob-
ability A for each ground truth label l at the spatial voxel
location x j ∈ Ω is given by A(l, x). The probabilistic
atlas map is deformed by the diffeomorphic transform
function φv, and by using the stationary velocity field
parameter v which parametrizes the prior θs = v. The S j

represents the segmentation at each voxel j, as shown in
the following equation.

p(S |θs; A) = p(S |v; A) =
∏

j∈Ω
A

(
S j, φv(x j)

)
(11)

The spatial location of the voxels j in image I are
displaced by deformation field φv by the spatial gradient
5uv, where φv = Id + uv. The deformation term in the
loss equation is weighted by the parameter λ.

p(θS ; λ) = p(v; λ) ∝ exp
[
−λ ‖Ouv‖2

]
(12)

The likelihood parameters θI = {µ, σ2} are repre-
sented by Gaussian distribution function N(.; µS j , σ

2
S j

)
for the voxel intensity I at location j, where µ and σ2

are the means and variances of voxels intensities under
each class.

p(I|S , θI) = p(I|S , µ, σ2) =
∏

j∈Ω
N(I j; µS j , σ

2
S j

) (13)

Since the number of training volumes are limited,
data was augmented to N volumes by horizontal flipping

Figure 5: VoxelMorph Based Atlas segmentation pipeline. The network model gθC (.,.) provides the deformation velocity field v which propagates
the atlas to the input image space. and the intensity likelihood parameters µ, σ2 that resample the likelihood map per each parcel.
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Figure 6: Different experimental setup for the SLANT approach. It show the number tiles of overlays in the axial cross sectional center.

of the images. The total loss function can be expressed
as shown in the following equation. The log-partition
function K(λ) is controlled by the hyper-parameter λ,
keeps the probability distribution with a proper values
without affecting the optimization.

L(A, I) = −
N∑

n=1

log p(vn, µn, [σ2]nIn; A, λ)

= −
N∑

n=1

∑

j∈Ω
log


M∑

l=1

N(In
j ; , µ

n
l , [σ

2
l ]n)A

(
l, φvm (x j)

)

−K(λ) + const
(14)

This approach does not require the ground truth dur-
ing the training. Consequently, it is contrast adaptive to
MRI volumes with unobserved contrast. Given a new
testing volume and the probabilistic atlas, the trained
model predicts the deformation field v̂t and the intensity
parameters θ̂t. The optimal segmentation can be com-
puted from the maximum argument of the wrapped at-
las and the likelihood values according to the following
equation.

Ŝ j = argmax
l
N(I j; µ̂t; σ̂2

t )A(l, φv̂(x j)) (15)

3.6. Implementation Details
Figure 6 shows the different experimental setup

for SLANT approach using UNet model which ad-
dresses three different SLANT cases. The first case
SLANT(1, 1

1 ) uses the entire volume, which is equiva-
lent to not applying SLANT. The second case is with-
out overlapping tiles, as illustrated in SLANT(2, 1

2 ) and
SLANT(3, 1

3 ). The last case is by using overlapping tiles
with different sizes. Two additional setups were im-
plemented in SLANT(3, 2

3 ) configuration, using a sin-
gle model with and without the three dimensional spa-
tial features. In order to make fair analysis for these
various settings, the same hyper-parameters tuning was
set for all experiments using batch size = 1, optimizer
= “Adam” (Kingma and Ba, 2015) and learning rate =

0.0001. In addition, all the network models are trained
over 30 epochs in all experiments. Besides the initial
normalization technique using percentile for the entire

volume, another normalisation was applied for the ex-
tracted sub-volume tiles before training using mean and
standard deviation.

The plot in Figure 7 illustrates the model loss per
epoch in the case of SLANT(3, 2

3 ) with UNet config-
uration. It shows lower training and validation Dice
loss for the center tile 2 2 2 more than the corner tile
1 1 1. Since the loss function does not account the
background portion loss which having a large portion
of background, it may lead to higher loss values in ab-
solute terms. However, it shows a higher training and
validation accuracy for the same corner tile more than
the center tile as shown in Figure 8.

Figure 7: The training and validation Dice loss of the first fold cross
validation for SLANT(3, 2

3 ), and using UNet. The tiles 1 1 1 and
2 2 2 are located at the corner and the center respectively.

The hyper-parameters configuration for feature
matching GAN uses the same patch size as in UNet,
the ”Adam” optimizer configures the generator and dis-
criminator with learning rate 0.0001 and a momentum
of 0.5. The labeled loss weight parameter α is set to
15. Two experimental configuration during the training
stage based on the ratio of labeled and unlabeled vol-
umes. The training set is divided into two equivalent
portions of labeled and unlabeled volumes in the first
configuration. The number of the training epochs in this
case is set to 120 with 70 training volumes per epoch.
In the second configuration, the training set is divided
as quarter for labeled and three-quarter for unlabeled.
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Figure 8: The training and validation accuracy of the first fold cross
validation for SLANT(3, 2

3 ), and using UNet. The tiles 1 1 1 and
2 2 2 are located at the corner and the center respectively.

Since the number of training volume samples per epoch
increased to 105 in the second configuration, the num-
ber of the training epochs is decreased to 80.

As shown in the loss plot in Figure 9, the Dice loss
for labeled image is decreasing smoothly while the unla-
beled and fake losses overall appear unstable. The cen-
ter tile 2 2 2 shows lower labeled loss than the corner
tile 1 1 1. However, Figure 10 shows higher accuracy
for the corner tile 1 1 1 than the center tile 2 2 2.

Figure 9: The training Dice losses of the first fold cross validation
for SLANT(3, 2

3 ) using a half to half labeled and unlabeled data, and
using FM GAN. The tiles 1 1 1 and 2 2 2 are located at the corner
and the center respectively.

Atlas based VoxelMorph experiments are also config-
ured using the same SLANT hyper-parameters. Mean-
while, the registration parameter λ is set to 10 which is
set empirically. Figure 11 shows a decay in the data loss
during training the model, while diffusion loss increas-
ing. On the other hand, Figure 12 shows unstable and
fast overfitting for the validation accuracy because the
network model was trained using loss function to esti-
mate the deformation field, without using spatial seg-
mentation loss function between the predicted and the

Figure 10: The validation accuracy of the first fold cross validation
for SLANT(3, 2

3 ), and using FM GAN. The tiles 1 1 1 and 2 2 2 are
located at the corner and the center respectively.

ground truth images.

Figure 11: The training loss of the first fold cross validation for Atlas
Voxelmorph. Total Loss = Data Loss + λ (Diffusion Flow Loss)
, where λ = 10.

Figure 12: The validation accuracy of the first fold cross validation
for VMBAS.

All the pre-processing and registration methods are
kept the same for all SLANT and VMBAS experiments.
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All training and testing was done on an Nvidia DGX-12

machine with Tesla V100 SXM2 GPUs 32GB memory.

3.7. Evaluation Criteria

In order to obtain robust evaluation for the predic-
tive models results, the training set is shuffled in fixed
seed, and then split into 3 equal portions for 3-fold
cross-validation. The model which provides the great-
est validation accuracy in each fold is selected for pre-
dicting the testing volumes. Then, the affine registra-
tion parameters from the pre-processing stage are in-
verted, and both of the ground truth and the predicted
images are propagated from the MNI space to the orig-
inal volume space. In the testing stage, post-processing
techniques have been applied on the predicted images
to sparse false predicted labels due to the noisy back-
ground. This technique is carried out in object-level by
keeping the biggest connected component which repre-
sents the brain region, and discarding the tiny discon-
nected components.

All the experimental results have been evaluated us-
ing Dice Similarity Coefficient (DSC) for voxel-level
metric functions according to Equation (1). Symmet-
ric Hausdorff Distance (HD) is another applied metric
function which is carried out by calculating the highest
of all the distances from a point a in the predicted seg-
mentation parcel A of specific parcel to the closest point
b in the relevant ground truth parcel B. The Symmetric
Hausdorff Distance is measured in the patient space.

HD = max(D(A, B),D(B, A)) (16)

where
D(A, B) = maxa∈Aminb∈B ‖a − b‖ (17)

4. Results

Quantitative and qualitative analysis have been per-
formed to evaluate the segmentation results. The test-
ing volumes are predicted three times from the best se-
lected models in each cross validation fold. Using the
metric functions, the predicted images are evaluated nu-
merically over all parcels collectively and individually.
Then, the three predicted results for each testing image
are averaged. The box-plot diagram in Figure 13 pro-
vides high-level summaries of the performance of all
the models. In order to obtain a precise analysis for the
brain region, the background is not considered during
computing the DSC, as it changes from image to an-
other. Overall, SLANT approach outperforms VMBAS
approach in DSC.

The segmentation performance increases by using
overlapped tiles. It is affected by two factors which are
the number of overlaid models and overlapped region

2https://www.nvidia.com/en-gb/data-center/dgx-1/

size. In non-overlapped SLANT models, using a bigger
tile size in SLANT(2, 1

2 ) model achieves higher perfor-
mance than SLANT(3, 1

3 ). However, the segmentation
performance degrades by fitting the brain volume model
in one model as in SLANT(1, 1

1 ). In addition, it provides
poor segmentation performance in many testing image
cases. Increasing the number of overlaid models makes
the overlapped regions to be predicted from multiple
models at once, and it boosts the segmentation accuracy
as in SLANT(3, 2

3 ). Meanwhile, increasing overlapped
region size offers the possibility for bigger regions to be
trained and predicted from different models.

The single SLANT model is trained on a higher num-
ber of tiles and it is less computationally and resource
expensive in comparison to multi-model SLANT. More-
over, it achieves higher evaluation performance than
SLANT(1, 1

1 ) because the model is trained on relatively
few number of training examples, and it see the over-
lapping parts more often during training. Despite these
benefits, the segmentation accuracy of a single SLANT
model fails to attain the multi-model-SLANT. Adding
the spatial location features produces a more robust seg-
mentation performance but it still cannot exceed the
multi-model SLANT.

The FM GAN model is a semi-supervised segmen-
tation approach (contrasting with SLANT using UNet
model, which is fully supervised), as it uses a partially
labeled training set. Consequently, it provides lower
segmentation performance in comparison to the UNet
model using the same SLANT(3, 2

3 ) configuration.
In the case of using quarter to three-quarter labeled to

unlabeled data, it gives a very slightly elevated results
than half to half data. Hence, this method is robust to
a reduction from 50% labeled to 25% labeled. Using
three-quarter of unlabeled data makes the model trained
on more various unlabeled examples in each epoch. Ac-
cordingly, it drives the model to better generalize to un-
seen instances.

Per-parcel analysis is reported for a set of parcels of
specific interest for neurodegenerative disorders. These
parcels are divided under six groups of Level 1, and they
are listed in Tables 3 through 8. All experiments provide
high Dice scores within bigger size parcels in general,
while the implemented systems sometimes fail to de-
tect small parcels. VMBAS approach shows the lowest
DSC output in the major parcels. On the other hand,
this approach and SLANT(3, 2

3 ) configuration provide
relatively precise HD scores, in comparison to other
SLANT configurations.

As illustrated in Table 3, the segmented parcels un-
der Telencephalon group achieves the best DSC score
in SLANT(3, 2

3 ) UNet configuration. However, Basal
Ganglia parcel shows a slightly higher score with sin-
gle model configuration, and it is the highest score
among Telencephalon parcels. Conversely, Limbic
White Matter shows the lowest DSC score. In Table 4,
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Figure 13: Statistical analysis using Dice Similarity metric function for the entire brain region. SM: Single Model, SL: Spatial Location and L:
Labeled Volumes.

SLANT(3, 2
3 ) UNet configuration obtain the lowest HD

only Limbic White Matter parcel, while the same con-
figuration with FM GAN model and half labeled data
has the lowest score in Insula and Basel Ganglia parcels.
However, the rest of Telencephalon parcels attain the
lowest HD with VMBAS. SLANT(1, 1

1 ) UNet configu-
ration is unable to predict the Insula parcel in the two of
cross validation models.

Table 5 lists the average DSC scores for four
Brain tissue groups, which are Diencephalon, Mes-
encephalon, Metencephalon and Myelencephalon.
SLANT(3, 2

3 ) UNet provides the highest DSC scores in
the parcels under the all four groups except the Tha-
lamus parcel under Diencephalon group. The highest
DSC score for Thalamus parcel achieved in single
model configuration in SLANT(3, 2

3 ). Meanwhile,
this configuration fails to detect the Medulla parcel
in one of cross validation models. In Table 6, the
lowest HD values in Basal Forebrain, Midbrain and the
Pons parcels are obtained in SLANT(3, 2

3 ) UNet, while
Cerebellum parcel achieves the lowest HD in VMBAS.
Medulla parcel shows the lowest HD in single model
SLANT(3, 2

3 ) with spatial features. The lowest HD
score among all the parcels is obtained in the Thalamus
parcel by using (3, 2

3 ) FM GAN 1
2 L configuration.

SLANT(3, 2
3 ) UNet configuration carries out the high-

est DSC scores in the CSF tissue group, as shown in
Table 7. It also provides the lowest HD values in
III Ventricle and IV Ventricle parcels as shown in Ta-

ble 8, while the lowest HD value in LateralVentricle is
attained by VMBAS.

Figures 14 and 15 illustrate the parcellation results
for a predicted testing image sample. Comparing the
predicted images visually with the ground truth reveals
some segmentation challenges in the different experi-
mental cases. As shown in the predicted images us-
ing the SLANT approach, some parcels are bleeding as
they are falsely segmented as the neighboring parcels.
Meanwhile, the predicted parcels in the overlapped re-
gions are detected more precisely. The predicted parcels
boundaries from the VMBAS are less accurate. More-
over, they completely fail to classify some brain voxels.

5. Discussion

Many sources of error have an impact on the seg-
mentation. For instance, the delineation error from the
parcellation application that generates a noisy pseudo
ground truth. It affects the training model and the
prediction results, and it may underestimate the tested
methods due to the noise that pseudo GT inevitably.
Therefore, an iterative certainty metrics such as cross-
fold validation can be applied to reduce the pseudo GT
error impact, and to obtain more meaningful results.

Affine registration process can has an indirect effect
on the segmentation process, which may be correlated
with similarity between the registered image and the
MNI template image. Consequently, the distribution of
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Experiment
Telencephalon

Parietal Limbic Insula BasalGangl InferiorWM Frontal Temporal LimbicWM

(1, 1
1 ) UNet 77.00 80.99 *26.79 85.53 84.85 82.72 83.74 72.18

(2, 1
2 ) UNet 71.84 84.34 81.22 86.20 87.75 84.70 86.49 75.51

(2, 2
3 ) UNet 79.39 85.49 88.50 89.94 88.60 85.61 87.60 72.89

(2, 3
4 ) UNet 80.05 85.84 88.92 90.14 88.92 85.94 87.82 77.88

(3, 1
3 ) UNet 75.53 84.13 87.16 83.69 84.41 84.12 86.16 75.42

(3, 2
3 ) UNet 81.00 86.99 89.84 91.47 89.93 86.98 88.62 79.39

(3, 2
3 ) UNet SM 78.82 86.39 89.17 91.57 89.08 86.02 87.14 79.10

(3, 2
3 ) UNet SM SL 79.59 86.66 89.16 91.12 89.43 86.03 87.47 78.84

(3, 2
3 ) FM GAN 1

2 L 75.66 81.05 83.91 89.89 87.82 81.61 81.54 74.46
(3, 2

3 ) FM GAN 1
4 L 75.90 80.06 82.68 88.13 86.90 82.68 82.48 73.12

VMBAS 70.12 76.32 78.44 76.64 79.36 78.37 80.28 60.89

Table 3: Percentage average Dice Similarity Coefficient for Telencephalon parcels group. BaselGangl: Basel Ganglia and WM: White Matter. (*)
Failed to calculate Dice score in two of the cross fold experiments.

Experiment
Telencephalon

Parietal Limbic Insula BasalGangl InferiorWM Frontal Temporal LimbicWM

(1, 1
1 ) UNet 54.05 34.77 – 27.02 26.73 72.17 51.48 18.31

(2, 1
2 ) UNet 68.38 28.31 44.60 21.15 29.47 62.30 41.64 19.82

(2, 2
3 ) UNet 32.00 24.15 10.13 14.69 22.05 28.09 39.30 13.87

(2, 3
4 ) UNet 20.17 19.90 9.49 8.09 16.18 26.68 20.60 14.85

(3, 1
3 ) UNet 36.84 32.92 56.15 49.08 38.88 35.95 48.74 23.71

(3, 2
3 ) UNet 10.33 10.24 6.00 7.10 11.28 13.18 13.66 10.73

(3, 2
3 ) UNet SM 30.91 22.00 11.50 10.12 14.11 30.51 31.74 13.89

(3, 2
3 ) UNet SM SL 25.21 23.77 11.32 8.13 17.66 20.15 27.08 12.16

(3, 2
3 ) FM GAN 1

2 L 9.34 9.54 4.74 6.70 12.03 11.37 9.44 14.58
(3, 2

3 ) FM GAN 1
4 L 11.55 11.64 5.43 6.84 12.79 11.66 11.74 11.53

VMBAS 8.71 8.38 5.73 7.04 11.19 8.68 7.96 11.49

Table 4: Average Hausdorff Distance for Telencephalon parcels group. BaselGangl: Basel Ganglia and WM: White Matter. (–) Failed to calculate
HD in two of the cross fold experiments.

Experiment
Diencephalon Mesencephalon Metencephalon Myelencephalon

Thalamus BasalForebrain Midbrain Pons Cerebellum Medulla

(1, 1
1 ) UNet 89.21 79.79 91.84 94.54 94.15 92.89

(2, 1
2 ) UNet 91.87 77.78 92.57 94.93 94.96 75.65

(2, 2
3 ) UNet 91.45 84.59 93.11 94.91 96.20 91.61

(2, 3
4 ) UNet 92.12 86.01 94.32 95.85 96.01 94.05

(3, 1
3 ) UNet 71.90 76.89 88.69 93.45 94.85 87.76

(3, 2
3 ) UNet 92.99 87.39 94.58 96.27 96.56 94.94

(3, 2
3 ) UNet SM 93.57 87.28 94.10 95.41 95.55 *62.62

(3, 2
3 ) UNet SM SL 93.38 86.63 94.53 95.67 95.93 93.90

(3, 2
3 ) FM GAN 1

2 L 93.14 83.73 93.24 94.64 92.71 93.09
(3, 2

3 ) FM GAN 1
4 L 91.87 82.45 93.03 94.82 94.80 92.89

VMBAS 83.60 65.10 80.97 86.71 90.02 83.94

Table 5: Percentage average Dice Similarity Coefficient for Diencephalon, Mesencephalon, Metencephalon and Myelencephalon parcels groups.
(*) Failed to calculate Dice score in one of the cross fold experiments.

the training data will be centered on the template at least
as far as the spatial arrangement of the anatomy is con-
cerned. In addition, it changes the different parcels size.

Another challenging issue is the lack of differen-
tiability between the intensity distributions/textures of
neighboring parcels which cause inaccurate segmenta-
tion boundaries between the parcels or completely false

segmented parcels. Therefore, strong spatial priors can
overcome this problem as in VMBAS approach. In ad-
dition, the non-brain tissue classes especially that in-
clude a combined different types of face and head tis-
sues in a single parcel. This creates a class with variable
features that interfere with the multiple primary features
of other classes. Therefore, the non-brain tissue classes
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Experiment
Diencephalon Mesencephalon Metencephalon Myelencephalon

Thalamus BasalForebrain Midbrain Pons Cerebellum Medulla

(1, 1
1 ) UNet 12.87 32.90 8.31 12.71 51.82 26.37

(2, 1
2 ) UNet 29.63 75.48 49.23 35.12 97.62 105.98

(2, 2
3 ) UNet 10.92 14.07 30.00 6.05 21.86 93.12

(2, 3
4 ) UNet 5.45 7.33 5.68 9.79 28.60 46.77

(3, 1
3 ) UNet 56.24 56.77 62.26 56.56 42.46 100.39

(3, 2
3 ) UNet 4.35 4.75 5.05 4.59 8.30 51.54

(3, 2
3 ) UNet SM 10.70 10.69 6.90 5.99 14.46 –

(3, 2
3 ) UNet SM SL 21.65 8.33 14.31 6.08 14.10 3.70

(3, 2
3 ) FM GAN 1

2 L 3.24 5.37 9.73 17.61 12.61 25.47
(3, 2

3 ) FM GAN 1
4 L 3.47 5.97 10.17 6.91 12.53 14.65

VMBAS 4.63 5.21 5.18 5.16 7.74 4.41

Table 6: Average Hausdorff Distance for Diencephalon, Mesencephalon, Metencephalon and Myelencephalon parcels groups. (–) Failed to calcu-
late HD in one of the cross fold experiments.

Experiment
CSF

LateralVentricle III Ventricle IV Ventricle

(1, 1
1 ) UNet 90.35 86.28 90.55

(2, 1
2 ) UNet 92.73 87.04 90.71

(2, 2
3 ) UNet 93.90 90.30 76.46

(2, 3
4 ) UNet 94.10 90.17 92.35

(3, 1
3 ) UNet 91.69 40.35 85.25

(3, 2
3 ) UNet 94.56 91.25 92.75

(3, 2
3 ) UNet SM 94.21 90.14 91.24

(3, 2
3 ) UNet SM SL 94.13 90.37 91.29

(3, 2
3 ) FM GAN 1

2 L 93.25 89.22 90.86
(3, 2

3 ) FM GAN 1
4 L 92.81 89.88 90.55

VMBAS 85.42 74.98 79.54

Table 7: Percentage average Dice Similarity Coefficient for CSF parcels group. III: The Third and IV: The Fourth

Experiment
CSF

LateralVentricle III Ventricle IV Ventricle

(1, 1
1 ) UNet 22.49 12.48 20.17

(2, 1
2 ) UNet 25.03 25.23 41.75

(2, 2
3 ) UNet 20.96 11.54 30.07

(2, 3
4 ) UNet 17.42 7.23 4.42

(3, 1
3 ) UNet 31.43 63.68 88.38

(3, 2
3 ) UNet 16.16 6.22 3.42

(3, 2
3 ) UNet SM 20.26 14.65 4.35

(3, 2
3 ) UNet SM SL 16.29 9.86 7.66

(3, 2
3 ) FM GAN 1

2 L 15.72 5.45 3.91
(3, 2

3 ) FM GAN 1
4 L 18.58 8.22 4.73

VMBAS 13.35 6.85 5.02

Table 8: Average Hausdorff Distance for CSF parcels group. III: The Third and IV: The Fourth

are scripted from the database in many implementations
before the processing.

Furthermore, unbalanced parcels size makes detect-
ing and segmenting tasks very hard for small parcels.
Thus, this problem can be handled by using a loss func-
tion during the training stage which normalize each par-
cel loss based on the its size, such as in Dice Similar-
ity loss function, or multiplying each parcel loss by a

certain weight. The drawback of these techniques that
it can make a single false predicted pixel in tiny parcels
can have the same effect as missing nearly a whole large
parcels.

In the SLANT approach, the network segmentation
model suffers from disperse false predicted segmenta-
tion voxels, and accordingly they deteriorate the HD er-
ror. These errors are decreased in the high number of
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Figure 14: Axial position for selected medium quality testing image. The parcels are predicted using the best selected models from the same cross
validation.
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Figure 15: Coronal position for selected medium quality testing image. The parcels are predicted using the best selected models from the same
cross validation.

overlapped regions as they are predicted from different
models that corrects the combined prediction probabil-
ities. Therefore, the parcels in the overlapped regions
towards the image center as in SLANT(3, 2

3 ) configura-
tion have smaller HD error.

The depth of the generator and the discriminator in

the FM GAN model are not adaptive to the variation
of the nonuniform tiles size. Thus, it generates more
pixeled fake images when the tile size increases. Us-
ing more deep network can overcome this problem as
shown in Figure 16, however it can make the model
over-fits very fast, and it requires more GPU memory
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size. Moreover, having a precise generator can actually
degenerate the training performances since in this case
the model will not be able to distinguish between unla-
beled and fake tiles.

Figure 16: The generated fake tiles using different depth of discrimi-
nator and generator networks.

The predicted parcels from VMBAS are spatially
constrained with deformed atlas probabilities which
prevents the segmentation from having dispersed false
predicted segmentation voxels, and therefore it has
comparatively low HD error. On the other hand, this
approach is reliant on intensity variation for likelihood
parameters which makes it not robust to segment high
numbers of parcels with similar intensity characteris-
tics. Furthermore, its level of supervision during train-
ing does not consider the class size imbalance between
parcels. Consequently, it provides comparatively low
Dice scores.

6. Conclusions

This research employs two recent approaches which
combine medical image processing in MNI space with
Deep Learning for full brain volume segmentation. The
first approach is substitutional implementation for the
SLANT approach by merging the left side and right side
tiles while training each model, exploiting the symmetry
property of the brain. In addition, preforming analyses
using model single model for all tiles with and without
feeding the training model with the 3D spatial location
feature. All the annotated training data are used for fully
supervised training technique using UNet model. An-
other semi-supervised learning technique is proposed to
use a small portion of the annotated training data, com-
bining the tiles-based method in the SLANT approach
with the FM GAN model. The second approach is an
implementation for unsupervised segmentation princi-
pled approach based on combining VoxelMorph regis-
tration network with Probabilistic atlas priors. The ex-
perimental works are performed on a combination of
MRI datasets from several medical resources, and the
ground truth are annotated using an automatic parcella-
tion application.

SLANT approach using UNet model has the
strongest supervision during training, and it is there-
fore have the highest segmentation performance. Semi-
supervised learning model using FM GAN can be
trained on very few number of labeled data and provid-
ing comparably acceptable segmentation results. The
overlapped regions in SLANT improves segmentation,
partly overcoming the lack of a strong spatial prior. In-
creasing this overlaid regions provided more robust re-
sults. Using single model and adding the spatial fea-
tures requires Less computational resources. However,
it does not outperform the original SLANT configu-
ration. VMBAS has the lowest segmentation perfor-
mance, since it is unsupervised segmentation approach.
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Çiçek, Ö., Abdulkadir, A., Lienkamp, S.S., Brox, T., Ronneberger,
O., 2016. 3D U-Net: learning dense volumetric segmentation from
sparse annotation, in: International conference on medical image
computing and computer-assisted intervention, Springer. pp. 424–
432.

Dalca, A.V., Balakrishnan, G., Guttag, J., Sabuncu, M.R., 2018. Un-
supervised learning for fast probabilistic diffeomorphic registra-
tion, in: International Conference on Medical Image Computing
and Computer-Assisted Intervention, Springer. pp. 729–738.

Dalca, A.V., Yu, E., Golland, P., Fischl, B., Sabuncu, M.R., Igle-
sias, J.E., 2019. Unsupervised deep learning for Bayesian brain
MRI segmentation, in: International Conference on Medical Im-
age Computing and Computer-Assisted Intervention, Springer. pp.
356–365.

Dhanachandra, N., Manglem, K., Chanu, Y.J., 2015. Image segmenta-
tion using k-means clustering algorithm and subtractive clustering
algorithm. Procedia Computer Science 54, 764–771.

Dong, H., Yang, G., Liu, F., Mo, Y., Guo, Y., 2017. Automatic brain
tumor detection and segmentation using U-Net based fully convo-
lutional networks, in: annual conference on medical image under-
standing and analysis, Springer. pp. 506–517.

Fei-Fei, L., Fergus, R., Perona, P., 2006. One-shot learning of ob-
ject categories. IEEE transactions on pattern analysis and machine
intelligence 28, 594–611.

Frazier, J., Caviness, V., Kennedy, D., Worth, A., Haselgrove, C., Ca-
plan, D., Makris, N., 2007. Internet brain segmentation repository
(IBSR) 1.5 mm dataset. Collections 10, C6RC85.

7.16



Brain Image Analysis using Spatially Localized Neural Networks 17

Guimond, A., Meunier, J., Thirion, J.P., 2000. Average brain models:
A convergence study. Computer vision and image understanding
77, 192–210.

Heckemann, R.A., Hajnal, J.V., Aljabar, P., Rueckert, D., Hammers,
A., 2006. Automatic anatomical brain MRI segmentation combin-
ing label propagation and decision fusion. NeuroImage 33, 115–
126.

Huo, Y., Xu, Z., Aboud, K., Parvathaneni, P., Bao, S., Bermudez, C.,
Resnick, S.M., Cutting, L.E., Landman, B.A., 2018. Spatially lo-
calized atlas network tiles enables 3D whole brain segmentation
from limited data, in: International Conference on Medical Im-
age Computing and Computer-Assisted Intervention, Springer. pp.
698–705.

Huo, Y., Xu, Z., Xiong, Y., Aboud, K., Parvathaneni, P., Bao, S.,
Bermudez, C., Resnick, S.M., Cutting, L.E., Landman, B.A., 2019.
3D whole brain segmentation using spatially localized atlas net-
work tiles. NeuroImage 194, 105–119.

Iglesias, J.E., Sabuncu, M.R., 2015. Multi-atlas segmentation of
biomedical images: a survey. Medical image analysis 24, 205–
219.

Kass, M., Witkin, A., Terzopoulos, D., 1988. Snakes: Active contour
models. International journal of computer vision 1, 321–331.

Kingma, D.P., Ba, J.L., 2015. Adam: A method for stochastic gradi-
ent descent, in: ICLR: International Conference on Learning Rep-
resentations.

Klein, S., Staring, M., Murphy, K., Viergever, M.A., Pluim, J.P., 2009.
Elastix: a toolbox for intensity-based medical image registration.
IEEE transactions on medical imaging 29, 196–205.
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Abstract

Histological grading is one of the factors considered when determining the treatment of meningioma. Assessment of
histological meningioma grading still relies on an invasive surgical procedure for histopathology. Magnetic resonance
imaging (MRI) is the standard imaging modality for diagnosis and surveillance of meningioma. Prediction of the
grading from MRI can thus improve treatment planning of meningioma without a need for an invasive procedure.
This work aimed to predict the histological grading of meningioma using convolutional neural networks (CNN) from
multiple MRI weightings. Besides utilizing it for end-to-end classification, CNNs were also used as feature extractor
at the feature and decision level. Machine learning classifiers were trained on the features extracted and compared to
hand-crafted radiomics features. The dataset used in this study focused on 3T MRI scans (for homogeneity) consisting
of contrast-enhanced T1-weighted (T1-CE) sequences and apparent diffusion coefficient (ADC) maps. A total of 105
cases were included, composed of 78 WHO Grade I, 23 WHO Grade II, and 4 WHO Grade III. The data was grouped
into low (WHO Grade I) and high grade (WHO Grade II/III) meningioma. Tumor masks were manually annotated
for T1-CE images. Slices were cropped to the tumor masks as a region of interest. For each patient, the slice with the
largest tumor area and one following slice before and after it were selected for input to the neural network. Transfer
learning with fine-tuning was performed using a pre-trained ResNet-18 model. Each MRI weighting was passed to
the model and trained separately. Using ADC maps, end-to-end CNN reached 0.71±0.19 sensitivity and 0.7±0.11
accuracy in 5-fold cross-validation. Deep features extracted from ADC maps using the trained CNN at feature level
and logistic regression as the classifier achieved 0.89±0.15 sensitivity and 0.86±0.07 accuracy. Even though the end-
to-end strategy using CNNs could not achieve good generalization on unseen data, it was able to learn features that
showed superior performance to hand-crafted radiomics in differentiating low and high grade meningioma.

Keywords: Convolutional neural network, histological grading, meningioma, prediction

1. Introduction

Meningioma is one of the most common primary in-
tracranial tumors. According to the most recent sur-
vey by the Central Brain Tumor Registry of the United
States (CBTRUS), the incidence rate of meningioma
is approximately 8.6/100,000 persons, accounting for
more than 37.6% of the primary brain tumors in 2012-
2016 (Ostrom et al., 2019). The incidence increases
with age (median = 66 years) and is predominant in
females. Most meningiomas are benign and slowly
growing tumors, while a minority (10-20%) show ag-

gressive behaviour with increasing risks of recurrence.
Even though the majority of these tumors are consid-
ered benign, meningiomas are often associated with in-
creased morbidity including focal neurological deficits,
seizures, and decreased quality of life (Buerki et al.,
2018). It is their intracranial location (although about
5% can be found in spinal meninges), that can lead to
fatal outcomes. Based on their histological features, the
World Health Organization (WHO) categorizes menin-
gioma into three types, which are benign (WHO grade
I), atypical (WHO grade II), and anaplastic or malignant
(WHO grade III) (Louis et al., 2016).
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Figure 1: Meningioma of different grades and locations in axial contrast-enhanced T1-weighted images (left to right): (a) WHO Grade I, (b) WHO
Grade II, and (c) WHO Grade III. Images shown are slices with the biggest tumor area in the volume.

Among the risk factors for meningioma, exposure
to high dose ionizing radiation is known to have the
strongest evidence (Claus et al., 2005). Another factor
that can increase the risk for meningioma is certain mu-
tations in the neurofibromatosis gene (NF2). Hormones
are also hypothesized as a risk factor since women are
twice as likely as men to develop meningiomas. The
etiology of meningioma is still relatively understudied
compared to malignant glial tumors, which is due to
several factors described in Wiemels et al. (2010). It is
a relatively rare disease hence requiring large or multi-
center studies for sufficiently large numbers. It al in cde
fg in a long latency of 20-30 years or more. In addition,
many cases of meningioma are discovered incidentally
through brain imaging. Such cases are usually managed
through observation without surgical treatment.

Definitive diagnosis of meningioma, including histo-
logical grading, requires biopsy or a surgical procedure
to obtain tumor tissue for histopathology (Goldbrun-
ner et al., 2016). However, if a meningioma is already
strongly indicated in imaging, histological verification
is not mandatory. Histological grading is an important
key to take into account for prognosis and treatment of
meningioma. The standard theurapetic management for
meningioma is surgical resection with the aim of gross
total resection (GTR). The extent of resection heavily
affects prognosis and recurrence rates. Several studies
by Komotar et al. (2012), Aizer et al. (2014), and Wang
et al. (2017) reported that GTR and adjuvant radiother-
apy post-surgery is associated with improved overall
survival. Therapy of meningioma should be person-
alised considering the degree of varying consequences
of different treatment for different patients. Presurgical
evaluation of the tumor grade thus may help and im-
prove treatment planning.

MRI remains the preferred imaging modality for ra-
diological diagnosis and surveillance of meningioma.
Many research projects have been conducted to assess

meningioma grading from various preoperative MRI se-
quences (Huang et al., 2019). Most of them are lim-
ited in the number of samples (up to hundreds) and
single center studies. These studies suggest that the
MR sequences can be useful in assessing tumor grades.
There is still no clear parameter that could best differ-
entiate the grades. This implies the task to distinguish
lower and higher grades meningioma is still challeng-
ing. Approaches using parameters measured from dif-
fusion weighted imaging (DWI) and diffusion tensor
imaging (DTI) reported variable findings, some indi-
cating statistical significance to the histological grade
while others concluded the contrary (Yin et al., 2012)
(Watanabe et al., 2013) (Aslan et al., 2018). Studies
using texture analysis and radiomics features showed
promising diagnostic ability in meningioma grading.
They evaluated the diagnostic value of classification
methods using the features extracted (Hamerla et al.,
2019) (Laukamp et al., 2019a) (Ke et al., 2019).

Radiomics is a field of research aiming to convert im-
ages into mineable high-dimensional data (Gillies et al.,
2016) (Lambin et al., 2017). They include quantitative
features that are usually grouped into texture parame-
ters: shape, first order, second order, and higher order
statistics. These features can capture the structural re-
lationships between pixel intensities and spectral prop-
erties that may be visually imperceptible (Kassner and
Thornhill, 2010). However, as radiomics features are
hand-crafted and require machine learning, it can be
time consuming. Deep learning (or CNNs, more specif-
ically) has become state-of-the-art for image classifica-
tion in the computer vision domain and certain tasks in
the medical imaging domain such as segmentation. It
is known to be able to extract high-level features that
may be a tedious task in traditional machine learning. It
has not been largely explored for prediction of menin-
gioma grades, possibly due to the fact that most studies
only have limited data, which is not favorable when us-
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ing deep learning. For other tasks such as meningioma
segmentation or detection (differentiating meningioma
from other tumor types, not the grades), it was reported
that deep learning could perform well (Laukamp et al.,
2019b) (Laukamp et al., 2020).

In contribution to existing research, this master thesis
was focused on using two MRI weightings, T1-contrast
enhanced and ADC maps, for prediction of meningioma
grades. The main approach was using a convolutional
neural network. Not only using it for an end-to-end pre-
diction, the neural network was also used as a feature
extractor. For comparison, traditional hand-crafted fea-
tures were extracted and used for classification. With
the features extracted, machine learning classifiers were
trained and the performance of the different approaches
was observed. As a summary, this study aimed to:

• Evaluate the performance of CNNs for the predic-
tion of histological grading of meningioma predic-
tion using single and multiple MRI weightings.

• Evaluate the performance of high-level deep
learning-based features and hand-crafted features
with machine learning classifiers for prediction of
histological grading of meningioma

The thesis is organized as follows: Section 2 de-
scribes existing research related to meningioma grading
with machine learning and deep learning approaches.
Section 3 explains in detail the data used for this work
along with the strategies employed in each step. Results
are reported in Section 4, whereas analysis of the data
is presented in Section 5. Finally, future works and con-
clusions are given in Section 6.

2. State of the art

2.1. Traditional machine learning

Research by Yan et al. (2017) is among the pilot stud-
ies that used texture analysis and machine learning clas-
sifiers on preoperative MRI to differentiate lower and
higher grade meningioma. Their work is based on a
single center study of 131 patients, with 21 high grade
or WHO Grade I and 110 low grade or WHO Grade
II/III cases. Features were extracted from contrast-
enhanced T1-weighted images (T1-CE) with tumor le-
sion as the region of interest. Three shape features and
three texture features were selected through a statistical
test (Mann-Whitney), indicating they were significantly
different between low and high grade meningiomas.
Classification performance was evaluated through a ten-
fold cross-validation. SVMs were their best performing
model with 0.86 AUC and 0.87 diagnostic accuracy.

Coroller et al. (2017) not only used radiomics fea-
tures but also semantic (qualitative) features from T1-
CE sequences to predict low and high grade menin-
giomas. It is another single center study of 175 patients

composing of 103 low grade and 72 high grade cases.
The dataset was split into training (131 cases) and an
independent validation dataset (44 cases). Semantic fea-
tures were selected through uni-variate analysis whereas
radiomics features were chosen with a multivariate anal-
ysis. Eight radiomics features and four semantic fea-
tures were found to be the most predictive for menin-
gioma grades. Random forests were used for classifica-
tion with a nested cross validation in the training step
for model tuning and selection. Combining the features
increased the performance from AUC of 0.77 and 0.79
on using each features alone to 0.86 AUC.

Chen et al. (2019) published another research based
on T1-CE images. Their research is among the few that
classify all three meningioma grades, not just differenti-
ating low and high grade tumors. It is still a single cen-
ter study of 150 patients, consisting of 61 WHO Grade
I, 59 WHO Grade II, and 30 WHO Grade III cases. Fea-
tures extracted were evaluated using Pearson’s correla-
tion coefficient. They experimented with several feature
selection methods and different multi-class classifiers.
A 5-fold cross validation was used in the training step.
Their best performing model is linear discriminant anal-
ysis (LDA) using 15 radiomics features that were se-
lected using the least absolute shrinkage and selection
operator (LASSO). An accuracy of 75.6% with 0.603
kappa value was obtained on the validation set.

Lu et al. (2019) presented another work that classi-
fied three grades of meningiomas using ADC values
and ADC maps. Their data was obtained from a sin-
gle study center with 152 cases of WHO Grade I, 48
cases of WHO Grade II, and 15 cases of WHO Grade
III (total 215 cases). The data was assigned to a train-
ing and testing set with a ratio of 0.7:0.3. The ROI in
ADC maps is in reference to the T1-CE images. Ex-
tracted features were evaluated through chi-squared and
Fisher’s exact test. Two step feature selection was then
performed. First, three different algorithms yielded ten
features each and then, using a recursive feature elim-
ination, 23 features with the lowest misclassification
rates were selected. Tree classifiers with a nested cross
validation were used to build the model. The best model
with a robust performance was a decision forest. They
found that the ADC value alone was not significant to
the grades. Texture features from ADC maps increased
the diagnostic value to over 70% accuracy and a kappa
value of over 0.5. Combining the two improved the
results even more with over 80% accuracy and kappa
value of 0.63.

Multiple studies worked with multi-parametric MRI
for prediction of meningioma grades (Hamerla et al.,
2019) (Laukamp et al., 2019a) (Ke et al., 2019) (Park
et al., 2019). All of them only classified low and
high grade meningiomas and are limited in size. They
used routine MR sequences with or without diffusion
weighted/tensor imaging and reported consistent con-
clusions. Overall the diagnostic ability is proven to
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be increased by using features combined from several
MR modalities. Amongst them, Hamerla et al. (2019)
used a multi-center study but the number of cases is
still relatively small with a total of 147 patients (102
low grade, 45 high grade) obtained from 5 interna-
tional centers. Five sequences were included in the
study: ADC maps, T1W, T1-CE, substraction maps, T2-
weighted fluid-attenation inversion recovery (FLAIR),
and T2-weighted. Extracted features were ranked with
the Mann-Whitney test and selected through random
forest with a 4-fold cross-validation. Later, different
classification models were built with a 10-fold cross-
validation. During the training step, an oversampling
method, the synthetic minority oversampling technique
(SMOTE), was applied to address the class imbalance.
Extreme gradient boosting (XGBoost), which is a tree-
based classifier, has the best performance using 16 fea-
tures from all sequences, obtaining 0.97 AUC.

2.2. Deep learning approaches
Zhu et al. (2019b) utilized deep learning to extract

high-level features of meningioma from T1-weighted
images. For comparison, the authors also built models
using hand-crafted radiomics (HCR) features. A total
of 181 patients from two hospitals were included for
this study, which they divided into 99 training cases
(77 low grade, 22 high grade) and 82 validation cases
(69 low grade, 13 high grade). Different approaches
were used for deep learning and hand crafted features.
For deep learning, transfer learning strategies from a
pretrained model on the ImageNet dataset (Xception)
was employed to extract 2048 high-level features (Chol-
let, 2016). Feature selection consisted of a selection
through random forest, where features with importance
value of at least 0.001 were retained, and a sequen-
tial backward selection based on the F-measure. These
features were fed into an LDA classifier. A bagging
method was applied in both feature selection and model
tuning to consider data imbalance. HCR features were
followed by two-stage feature selection, Mann-Whitney
test and gradient boosting. Classification was then per-
formed with SVMs. There were 39 and 6 features that
remained after selection for deep features and HCR re-
spectively. Deep features had superior results compared
to HCR, with AUC of 0.81 and 0.72 each. Combining
both features and classifying with SVMs only slightly
improved the results (from 0.811 to 0.816 AUC).

Although with a lack in detailed information on the
data, Zhu et al. (2019a) developed a study using an end-
to-end network to predict three grades of meningioma.
They have 222 cases in total, split for 190 training cases
and 32 validation cases. The MR sequences used and
the exact numbers for the data distribution were not
specified. However, based on the images they provided,
T1-CE sequences were used. Offline data amplifica-
tion from simple augmentation techniques (mirroring,
rotation) was performed to increase training data. They

modified the LeNet-5 architecture by adding convolu-
tional, pooling, and softmax layer to build the model
which was then trained from scratch. Model perfor-
mance was evaluated through a 10-fold cross validation.
They reached an accuracy of 83.3% on the validation
dataset.

This master thesis is primarily referring to the fol-
lowing articles that used the same data source. They
used an end-to-end network with different strategies.
Due to the number of cases, only low grade and high
grade meningiomas were predicted in Banzato et al.
(2019), including ADC maps and T1-CE images in their
work. Two ImageNet pretrained models, Inception-V3
and AlexNet were used. Images were pre-processed
(which included manual intensity corrections) accord-
ing to the input criteria for network. Data augmenta-
tion of random rotation, cropping, flipping, and/or mir-
roring was also performed. Diagnostic accuracy was
evaluated through a leave-one-out cross validation pro-
cedure (LOOCV) with another 10-fold cross validation
in the training step. Models were initialized with the
pretrained weights on every iteration of the leave-one-
out case. None of the weights of layers were frozen
during training to consider basic features relevant to the
dataset. Recall of 84% and AUC of 94% on the val-
idation set was achieved using ADC maps and Incep-
tionV3.

A more recent work by Wodzinski et al. (2020)
used T1-CE images to predict low and high grades of
meningioma. They highlighted the heterogeneity of the
dataset, where images were acquired from 26 different
scanners without a single protocol that can be consid-
ered as majority. After offline pre-processing, weighted
oversampling and strong augmentation (affine transfor-
mation, random cropping and flipping, random chang-
ing of hue, contrast, and saturation) were performed on
every batch generation. Only slices where the lesion
is present and cropped to the tumor region were se-
lected. They also used a model pretrained on ImageNet,
ResNet-18, and trained the last convolution and fully
connected layer while freezing the remaining weights
of all layers. Model performance was evaluated through
a nested 5-fold cross validation. With proper fine tun-
ing, they were able to achieve 74% for both accuracy
and recall.

It is impossible to compare approaches in existing
studies or compare our work to them since most use
different datasets and different ways to evaluate the ap-
proaches used. Evaluation include cross-validation that
has the risk of including test data during training and
can lead to a biased performance, which is undesirable
as the goal is to learn models with good generalization
ability on unseen data.
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3. Material and methods

3.1. Dataset

The dataset for this work consists of meningioma
cases from patients who were admitted to the Neuro-
radiology and Neurosurgery units of Padua University
Hospital. Sequences included were routine MRI scans
(although not all are available for every case) with all
of them being anonymized. Tumor segmentation masks
were manually annotated. In this work, segmentation
masks that were provided on T1-CE sequences were
used.

Previous work that used data from the same source
for this study noted that the data was highly heteroge-
neous. Therefore, to limit heterogeneity, cases used in
this study were those acquired from 3 Tesla MRI scan-
ners only. In total, the dataset consisted of 105 cases 78
WHO Grade I, 23 WHO Grade II, and 4 WHO Grade
III with both T1-CE and ADC maps modalities present.
These modalities were included to observe performance
improvement compared to the work by Wodzinski et al.
(2020). With this distribution, it was apparent that the
data have to be grouped into low (WHO Grade I) and
high grade (WHO Grade II/Grade III). The number of
WHO Grade III cases was not sufficient for validation
in training the model. Figure 2 compares the data distri-
bution between this study and previous work.

Figure 2: Dataset distribution in the current study and previous work.

There were 3 different scanner models used: Philips
Ingenia, Philips Ingenia CX, and General Electric
SIGNA Pioneer with Philips Ingenia being used for the
the majority of the cases (103 cases). However, sim-
ilar to previous work, the acquisition protocols varied
and it is difficult to find a common ground. For ADC
maps, pixel spacing ranges from 0.72mm to 0.98mm
and slice thickness is either 3mm or 4mm. The mini-
mum intensity is 0 except for one case where it is -256,
while the maximum intensity is mostly 4095, except for
two cases being 3.87 and 7320. and For T1-CE, pixel
spacing varies from 0.21mm to 1.1mm while slice thick-
ness is from 0.47mm to 4mm. The minimum intensity
is 0, while the maximum intensity ranges from 377 to

11568 with an average of 1659. Refer to Table 3 in the
Appendix for detailed information of the dataset.

3.2. Data preparation

We have seen that the dataset is not uniform not
only inter-patient but also intra-patient (between modal-
ities) due to the different acquisition protocols. Pre-
processing is required as model performance is af-
fected by the input data especially in deep learning.
The following steps are general pre-processing to both
deep learning and machine learning approach. Each
approach may require further different pre-processing
steps. Since tumor masks were available for T1-CE im-
ages, we registered ADC maps to its corresponding T1-
CE sequences. This step can be easily applied to other
modalities if they need to be included for experiments.
In this case, segmentation masks of T1-CE can then be
used for ADC maps or other modalities too. This also
avoids the need to register segmentation masks where
problems may arise (either artifacts appear or masks
completely disappear) due to lesion masks not being
continuous or present in consequent slices, as previ-
ously noted. With this scenario, T1-CE was the refer-
ence image in the registration.

Figure 3: Region of interest on low grade (top) and high grade (bot-
tom) meningioma after pre-processing (left to right): (a) T1-CE se-
quence, (b) ADC maps, (c) tumor mask. Images shown are slices
with the biggest tumor area in the volume.

Image registration uses inverse mapping from the
fixed image to the moving image to ensure that every
pixel in the fixed image is associated with the moving
image. The transformation is defined from the fixed
image to the moving image. The registered moving
image will have the same characteristic (dimensions
and voxel spacing) as the fixed image. Considering
this in our application, we performed the general pre-
processing steps to T1-CE sequences as other modal-
ities will later be registered to them. Sequences are
highly anisotropic, especially for T1-CE where slice
thickness varies in a wide range. Voxel resampling was
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Figure 4: An overview of workflow in this study.

performed to unit spacing of 1x1x1mm3. Intensity dis-
tribution also varies as different scanners were used. In
this general pre-processing, intensities were linearly re-
scaled to [0,255]. For registration with ADC maps, T1-
CE sequences were skull stripped. ADC maps were reg-
istered to the pre-processed T1-CE images using a rigid
transformation (with 6 degrees of freedom). Lastly, in
each approach, only slices where tumor is present was
selected. The region of interest was extracted by cre-
ating a bounding box on slices where tumor is present.
Figure 4 presents an overview of the workflow in this
study.

3.3. Machine learning approaches

3.3.1. Data pre-processing
Additional pre-processing for the machine learning

approach was normalizing images centered at the mean
and standard deviation. There are two types of ROI for
this approach: (1) using all tumor slices, and (2) a 3-
channel image composing of the slice with the largest
tumor area plus one slice before and after it. The sec-
ond type of ROI was used for deep learning that will be
further explained. Therefore, for comparison this ROI
was also applied in the machine learning approach.

3.3.2. Feature extraction
Radiomics features were extracted as hand-crafted

features. 2D features were extracted considering that
tumor masks were annotated slice by slice, and to com-
pare with deep learning approaches where 2D inputs
and network are being used. Filters were applied to
have various types of images to derive radiomics fea-
tures. The images used were: original, exponential,
gradient, logarithmic, 2D local binary pattern (LBP),
square, square root, and wavelet images (refer to Fig-
ure 5). 3D features were also extracted for comparison
when all tumor slices are being used, to see the model
performance with supposedly more information of the
tumor in the volume.

Figure 5: Different images from T1-CE sequence of a low grade
meningioma for radiomics features to be extracted from. Images
shown are slices with the biggest tumor area in the volume.

The following features were extracted: first order
statistics, features based on gray level co-occurrence
matrices, gray level run length matrices, gray level size
zone matrices, neighboring gray tone difference matri-
ces, and gray level dependence matrices. In both ROI
types, a total of 1023 2D features were extracted from
each MRI sequence. For features including 3D features,
there were 1395 features extracted.

3.3.3. Feature selection
Generally, feature vectors should not be larger than

the number of samples. The contrary usually leads to
decreasing quality of the model. Redundant features or
those with strong correlation to each other that can also
decrease model performance should not be included.
Feature engineering is performed to retain features that
are the most predictive to the target output. Feature se-
lection for this study was a two stage process, with not-
ing that the steps described are only applied to the train-
ing data in every cross-validation fold. At first, LASSO

8.6



Prediction of the Histological Grading of Meningiomas Using Magnetic Resonance Images 7

regression with L1-regularization was used to select fea-
tures. L1-regularization introduces the absolute value
of magnitude of feature coefficients (or weights) as a
penalty to the loss function being computed, which is
mean squared error. With LASSO regression, less im-
portant features are shrunk to zero and so we keep the
features with non-zero coefficient. Prior to this step,
constant and highly correlated features (absolute Pear-
son correlation coefficient > 0.9) were removed. Fea-
tures were normalized (centered to mean and standard
deviation) with respect to the training data only, and the
same transformation was then used for the correspond-
ing validation data. For every complete cross-validation
(since nested CV was used), a majority voting was per-
formed to select the final top performing features. The
selection process was applied for each MRI sequence. A
combination of selected features was also implemented.
Different settings resulted in different sets of selected
features, refer to Table 4 in Appendix for detailed infor-
mation. For 2D features from selected slices as the ROI,
14 and 11 features were selected from T1-CE and ADC
map each.

3.3.4. Machine learning classifiers
Different linear and non-linear classifiers were inves-

tigated: logistic regression, support vector machines,
and random forest. Logistic regression models the prob-
ability of a certain class by using logistic (sigmoid)
function to map data points between 0 and 1 and gives
classification based on a certain decision threshold,
which is 0.5 for binary classification. Penalty loss or
the regularization parameter was included as the hyper-
parameter to fine-tune. Random forest is an ensem-
ble of decision trees built from random subset of fea-
tures. Prediction is generated from a majority voting of
the predicted class given by the decision trees. Hyper-
parameters included for fine-tuning are maximum depth
of the tree and number of trees. Support vector ma-
chines find the hyper-plane that can separate features
or data points into classes with a maximum margin.
It is called the optimal separating hyper-plane, which
acts as the decision boundary for classification. Hyper-
parameters to fine-tune included regularization param-
eter and different type of kernels (linear, radial-basis
function, and polynomial).

3.4. Deep learning approach

3.4.1. Data pre-processing
Since transfer learning with fine-tuning from pre-

trained networks that were trained on ImageNet was
the strategy employed for deep learning, input images
have to be processed accordingly. Pre-trained ImageNet
models are trained on a huge dataset with their own
characteristics to classify 1000 classes of images. They
have specified certain input criteria (usually shape and
normalization parameters) for fine tuning the model or

transfer learning. Different pre-trained models were
observed: ResNet-18, ResNet-50, and DenseNet121.
ResNet-18 was the chosen model for further experi-
ments because of its performance on the validation data.
The input criteria they have is a 3-channel image (RGB)
with a minimum shape of (224,224) and intensity range
between [0,1]. For each patient, the ROI with the largest
tumor area, and the following slices before and after it
were selected. These three slices make up the 3-channel
image requirement for the input of the network. They
were reshaped to the minimum size and normalized to
the intensity required, in this case using mean of (0.485,
0.456, 0.406) and standard deviation of (0.229, 0.224,
0.225). Figure 6 shows an example of input images to
the network.

Figure 6: An example of input images for the pre-trained network
of T1-CE (top) and ADC map (bottom) sequences. Three slices are
selected to have a 3-channel image. The middle slice in the image (b)
is the slice with the biggest tumor area in the volume, whereas (a) and
(c) are slices consequent it.

Further processing steps were data augmentation and
oversampling, which were performed when generating a
batch input for the network and only applied to the train-
ing data. They are necessary to limit over fitting that
can easily happen when using small datasets. Augmen-
tation included random horizontal and vertical flipping,
and random rotation between −30◦ and 30◦. A typi-
cal sampling technique used to handle data imbalance
is oversampling (Buda et al., 2018). The goal is to gen-
erate a balanced data class on every batch and hence bal-
ance weights update in the network during training. A
custom oversampler was created by sampling cases be-
longing to the majority class exactly once. Cases from
the minority class were oversampled to balance the ma-
jority cases within a batch.

3.4.2. Convolutional neural network
The chosen model for experiments in this study,

ResNet-18, consists of 5 convolutional blocks (with fil-
ter size 7x7 for the first block and size 3x3 for the re-
maining) (He et al., 2016). Transfer learning with fine
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Figure 7: An overview of ResNet-18 architecture. The upper figure is the model used to train single MRI weighting. Two different strategies were
employed when using multiple MRI weightings for input: (1) early fusion where features are combined before the fully connected layer, (2) late
fusion where features are combined at the decision level.

tuning was used by modifying the output for binary clas-
sification. Training different layers were investigated,
which are fully connected layer and last convolutional
layer. The hidden layers other than these layers were
frozen, meaning that pre-trained weights of the corre-
sponding layers were not updated during training. Since
the model is already pre-trained, training with a high
learning rate is not necessary especially when our data
is limited, as it will either lead to overfitting or poor
generalization. The learning rate were set to 1e−4 for
the fully connected layer and 1e−6 for the convolutional
layer. With augmentation, overfitting was hardly ob-
served on the training data so we did not decay the
learning rate with scheduling. Adding a dropout layer
was also observed. Adam optimizer was used consid-
ering its stability. Weighted binary cross entropy was
the loss function used as our task was a binary classifi-
cation. Although class distribution was made to be bal-
anced within a batch by oversampling, a slightly higher
weight was given to the minority class seeing that class
imbalance is present in real case. Loss, sensitivity, and
f1-score on the validation data were observed for best
model selection in every validation fold.

Each MR weighting was passed to the network and
trained separately. CNN was also used as a feature ex-
tractor to extract high-level or deep features. The same
pipeline as hand-crafted features for feature engineer-
ing and classification using machine learning classifiers
was adopted. Deep features were extracted at two lev-
els: at feature level (from the convolutional layer, be-

fore passed into the fully connected layer), and at de-
cision level (after the fully connected layer). They can
be combined in methods known as early fusion, where
features are combined at the feature level, and late fu-
sion, where features are combined at the decision level.
Features from each modality were combined and passed
into machine learning classifiers. For early fusion, with
the feature engineering adopted, 15 and 9 features were
selected from 512 convolutional features of T1-CE and
ADC maps sequences each. For late fusion, strate-
gies included concatenation (and later classified with
machine learning classifiers), averaging and weighting.
Classification for averaging and weighting in late fusion
was performed by passing the decision into a softmax
layer. Prediction was obtained by taking the class with
the higher probability. Refer to Figure 7 for the archi-
tecture of the network used.

3.5. Validation, metrics, and statistical analysis

Nested stratified 5-fold cross-validation (without re-
placement) was used for all training procedures in both
approaches. Nested meaning that in the training set
of each validation fold, another cross-validation is per-
formed. The data was randomly divided this way and
used for both approaches for comparison. When the
dataset is limited in size, cross-validation is a common
method to evaluate model performance. It is not in-
tended for selection of a model or best parameters, but
rather estimate generalization performance on unseen
data. Data is split into k-folds, where one fold is be-
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ing used for validation and the other k−1 folds are used
for training. The process is repeated k times until all
data is used as a hold-out data. Stratification equally
distributes data based on the class ratio. It keeps the
class ratio on each fold similar to the class ratio of the
whole dataset. Higher number of folds gives a less bi-
ased measure on model performance but at the same
time can lead to higher variance due to data subset being
different in every fold. Five or ten folds are commonly
used, as they are known to have a low bias with mod-
erate variance. Since the task in this study is a binary
classification, we focus on the confusion matrix and the
following metrics: precision, sensitivity, specificity, and
accuracy. Statistical significance test was performed to
compare model performance. Paired McNemar test was
used on 5-fold cross validation scores.

3.6. Implementation details

This work was implemented using Python pro-
gramming language with PyTorch as the deep learn-
ing framework. Automated skull stripping was done
through the software available (ROBEX) with a method
proposed by Iglesias et al. (2011). Image registration
was performed using SimpleElastix, an extension of
SimpleITK in Python that includes elastix C++ library.
Radiomics feature were extracted using pyradiomics li-
brary for Python for reproducibility. The hardware used
for training the network is NVIDIA Quadra P2000 with
32GB RAM.

4. Results

Results using traditional and deep learning approach
are summarized in Table 1. The average and standard
deviation of metrics (precision, sensitivity/recall, speci-
ficity, and accuracy) across all validation folds are re-
ported. The same training and validation data in each
fold was used for both approaches in order to be able
to compare them. Validation contains 20% data of the
complete dataset, so there were 21 validation cases that
included 5 to 6 high-grade tumor cases in every fold. We
compare: (1) classifiers, (2) different ROI selection (all
tumor slices vs. selected tumor slices), (3) feature type
(2D vs. 3D), and (3) MRI weightings (T1-CE, ADC
maps, or combination of both).

CNN as the main approach in this study was the ref-
erence for performance comparison through statistical
tests. The network was separately trained using each
MRI weighting. Using ADC maps, CNN was able
to reach 0.71±0.19 sensitivity and 0.70±0.11 accuracy.
Results were lower for T1-CE with 0.46±0.32 sensi-
tivity and 0.59±0.05 accuracy. Precision was low in
both sequences, 0.27±0.17 for T1-CE and 0.45±0.11
for ADC maps. The average confusion matrix from
all 5-fold is summarized in Table 2. By looking at the
confusion matrix, it can be seen that the model trained

on T1-CE produced higher number of false positives
indeed. Overall results on T1-CE was lower than the
model trained on ADC maps, but this was not statisti-
cally significant (p-value = 0.089 > 0.05).

For machine learning approach, model performance
was compared to the end-to-end network trained on
ADC maps. Most of deep features models that were
fine-tuned were statistically significant to results from
CNN. This was not the case for tree-based classifiers
nor models using radiomics features. It was found that
tree-based models always had low sensitivity, averag-
ing mostly lower than 0.5. SVM with non-linear ker-
nels did not show consistency under different experi-
ment settings. Classifiers with the best performance on
various settings were SVM with a linear kernel and lo-
gistic regression with L2-regularization.

T1-CE Prediction
Grade I Grade II/III

Actual Grade I 2.6±1.9 2.8±1.5
Grade II/III 5.8±1.6 9.8±1.9

ADC maps Prediction
Grade I Grade II/III

Actual Grade I 3.8±0.8 1.6±1.1
Grade II/III 4.8±1.3 10.8±1.8

Table 2: Confusion matrix of end-to-end classification using different
MR sequences, averaged across 5-fold cross validation

Note that significance reported in the following are
results from models trained on ADC maps, consider-
ing their higher performance than on T1-CE. Signif-
icance of deep features still holds when compared to
hand-crafted radiomics, although with different classi-
fiers. High-level features using SVM and logistic re-
gression were significant to 2D radiomics. Deep fea-
tures with logistic regression was significant to 2D ra-
diomics extracted from all tumor slice, and deep fea-
tures with SVM was significant to 3D radiomics ex-
tracted from all tumor slice. None of ROI selection (se-
lected tumor slice vs. all tumor slice), radiomics fea-
ture type (2D vs. 3D), MRI weighting used (T1-CE vs.
ADC maps and single vs. multiple weighting), and fu-
sion methods (early vs. late) showed statistical signifi-
cance in the model performance.

The highest sensitivity and accuracy in the experi-
ments was obtained in deep features combined from
T1-CE and ADC maps using logistic regression, with
0.97±0.07 sensitivity (indicating very low number of
false negatives) and 0.87±0.06 accuracy. This is signif-
icant to results from end-to-end CNN using ADC maps
(p-value = 0.003 < 0.05). Precision is at 0.69±0.13
while specificity is 0.83±0.1. Deep features from ADC
maps using logistic regression have slightly better re-
sults in terms of lower false positives, indicated by
0.72±0.19 precision. Sensitivity is 0.89±0.15, speci-
ficity is 0.85±0.13, and accuracy is 0.86±0.07, also with
significance (p-value = 0.004 < 0.05).
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Features Classifier MRI weighting Precision Sensitivity Specificity Accuracy

2D Radiomics SVM
T1-CE 0.45±0.13 0.59±0.23 0.73±0.12 0.7±0.04
ADC map 0.47±0.14 0.74±0.22 0.69±0.14 0.7±0.11
T1-CE, ADC map 0.53±0.14 0.65±0.18 0.8±0.1 0.76±0.09

2D Radiomics Logistic Regression
T1-CE 0.47±0.13 0.7±0.11 0.71±0.13 0.7±0.09
ADC map 0.5±0.16 0.77±0.22 0.72±0.12 0.73±0.1
T1-CE, ADC map 0.63±0.15 0.81±0.14 0.83±0.07 0.83±0.08

2D Radiomics SVM
T1-CE 0.5±0.16 0.77±0.17 0.69±0.17 0.71±0.12
ADC map 0.51±0.18 0.7±0.28 0.74±0.13 0.73±0.1
T1-CE, ADC map 0.49±0.08 0.72±0.07 0.78±0.16 0.73±0.04

2D Radiomics Logistic Regression
T1-CE 0.52±0.09 0.7±0.23 0.77±0.1 0.75±0.04
ADC map 0.48±0.1 0.88±0.18 0.68±0.04 0.73±0.06
T1-CE, ADC map 0.44±0.08 0.68±0.07 0.75±0.2 0.7±0.06

3D Radiomics SVM
T1-CE 0.43±0.14 0.67±0.25 0.7±0.13 0.69±0.11
ADC map 0.51±0.15 0.67±0.2 0.73±0.17 0.71±0.11
T1-CE, ADC map 0.54±0.1 0.63±0.28 0.81±0.1 0.76±0.03

3D Radiomics Logistic Regression
T1-CE 0.47±0.08 0.65±0.31 0.73±0.16 0.7±0.06
ADC map 0.58±0.15 0.73±0.19 0.77±0.18 0.76±0.11
T1-CE, ADC map 0.64±0.13 0.75±0.2 0.83±0.12 0.81±0.06

CNN T1-CE 0.27±0.17 0.46±0.32 0.63±0.11 0.59±0.05
ADC map 0.45±0.11 0.71±0.19 0.69±0.09 0.70±0.11

Early fusion SVM
T1-CE 0.64±0.12 0.79±0.18 0.83±0.09 0.82±0.06
ADC map 0.74±0.24 0.82±0.2 0.86±0.13 0.85±0.07
T1-CE, ADC map 0.73±0.17 0.81±0.18 0.87±0.1 0.86±0.05

Early fusion Logistic Regression
T1-CE 0.6±0.07 0.85±0.08 0.79±0.09 0.81±0.06
ADC map 0.72±0.19 0.89±0.15 0.85±0.13 0.86±0.07
T1-CE, ADC map 0.69±0.13 0.97±0.07 0.83±0.1 0.87±0.06

Late fusion SVM T1-CE, ADC map 0.47±0.12 0.71±0.2 0.72±0.08 0.71±0.08

Late fusion Logistic Regression T1-CE, ADC map 0.44±0.1 0.63±0.11 0.72±0.08 0.7±0.05

Late fusion Averaging T1-CE, ADC map 0.44±0.1 0.63±0.15 0.73±0.05 0.7±0.05

Late fusion Weighting T1-CE, ADC map 0.54±0.07 0.75±0.18 0.78±0.05 0.77±0.06

Table 1: Performance of machine learning classifiers in 5-fold cross-validation with various settings. Precision, sensitivity, and specificity reported
are scores of the positive class (high grade meningioma). Features in italic are using selected tumor slices for ROI, otherwise all tumor slices are
used.

5. Discussion

This study presents the classification of low and high-
grade meningioma from MR images using classical ma-
chine learning and deep learning. With the experiments
that were conducted, assumptions on the results ob-
tained can be made.

Although there has been extensive research on
meningioma prediction using machine learning, there
is no standardized pipeline nor exact features that are
widely accepted to be the most predictive in differenti-
ating meningioma grades, which is due to most studies
being conducted in limited data and single-center stud-
ies as previously highlighted. We also mark that our
machine learning approach serves as a comparison for
deep learning. Therefore, we did not focus on select-
ing which features that are best used for meningioma
grade classification. A small note on feature engineer-
ing, it has to be strictly performed only on training data

to assure generalization on unseen data. Otherwise, the
distribution of the hold-out data will already be encoded
during training, leading to overfitting or a biased perfor-
mance during validation. Several settings in our tradi-
tional machine learning pipeline were observed: ROI
selection, feature type, classifiers, and MRI sequences.

In a small dataset, the common strategy to evaluate
model performance is cross-validation. Since there is
no independent validation dataset, with cross-validation
the data is divided into training and validation set on
every fold until all data have been used for validation.
During training, the data is again split into training and
validation to observe underfitting or overfitting. Over-
all, we can see results vary across validation folds. Data
were randomly divided in a stratified manner, ensur-
ing that each fold contains the same ratio of each class.
Even though class distribution was similar among folds,
the underlying data distribution they hold could be dif-
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ferent, since high-grade meningioma include atypical or
WHO Grade II and anaplastic or WHO Grade III tu-
mors. The number of anaplastic cases was very low
(only four cases available) so they were not present in
all folds. This can also be seen during the feature se-
lection step, where training data across validation folds
produced different selected feature sets due to the dif-
ferent data distribution.

For ROI selection, two methods were used: using
all tumor slices and selected three slices in the volume.
The selected three slices consisted of the tumor lesion
with the largest area in the volume (as the middle slice)
and slices before and after it. This ROI was used for
deep learning, and for comparison, it was also applied
in the traditional approach. Whereas for feature extrac-
tion, two types of features were extracted: 2D (similar to
deep learning) and 3D. From the results obtained, none
of these settings were significant to model performance.
Instead, it is interesting to note that classification re-
sults using 2D features from a limited ROI (as only three
slices were used) are comparable to 3D features, which
were extracted from all tumor slices therefore has more
information on the tumor in the volume, showing that
information from the lesion with the largest area could
be sufficient.

We experimented with simple to more complex ma-
chine learning classifiers. Linear models included logis-
tic regression and support vector machines with a linear
kernel. Non-linear models were random forest and sup-
port vector machines with non-linear kernels. We found
that non-linear models (radial basis function and poly-
nomial SVM, random forest) were low in sensitivity in-
dicating they were not able to differentiate high grade
meningioma well. SVM with a linear kernel and lo-
gistic regression were classifiers with the best results in
cross-validation under different settings.

The end-to-end network has comparable (for ADC
maps) to lower (for T1-CE) results to hand-crafted ra-
diomics with machine learning classifiers. This could
be reasonable due to the limitation on the number of
cases in our study. Deep learning is usually expected
to yield higher performance than traditional machine
learning when the number of cases is large. In this case,
manual feature engineering may become costly in terms
of time and computation, therefore making deep learn-
ing preferred. Deep learning tends to work better on a
large number of data as it involves tuning a huge number
of parameters to reach an optimal solution. More data
is linked to better generalization ability of the network.
On the contrary, when data are limited, if the network is
not yet pre-trained for the given task on a large dataset,
generalization can be difficult to conclude and tradi-
tional machine learning might be more useful. In our
case, deep learning is comparable to the traditional ap-
proach considering high-level features that are learned
by the network (and not captured in hand-crafted fea-
tures) could be useful for prediction.

Transfer learning from pre-trained models on Ima-
geNet with hyper-parameters fine-tuning was the strat-
egy employed for deep learning. Training the network
from scratch resulted in overfitting, and a similar re-
sult was observed without performing data augmenta-
tion and oversampling on the training data. Augmenta-
tion adds more diversity to the data by generating differ-
ent training data on every batch, reducing the chance to
overfit. The oversampling method only oversamples the
minority class, which is high-grade meningioma, and
samples low-grade meningioma cases only once. It also
generates a balanced class data in each batch, to ensure
that weights are updated in a balanced manner. Sev-
eral networks were observed for experiments, ResNet-
18, ResNet-50, DenseNet-121. We selected ResNet-18
as our chosen model because of its performance on val-
idation data. For other models with a higher number of
parameters (as they are deeper networks), the input data
used might not be appropriate to update and adjust the
weights and hence not learn well. This complies with
how parameter complexity can reduce the quality of a
model.

Transfer learning generally includes freezing most
parts of the pre-trained model and only training cer-
tain layers, given that they are trained on similar tasks.
We found that training the last convolutional layer along
with the last fully connected layer performed better than
training the fully connected layer alone. Training the
convolutional layers enables the model to learn features
that could be more relevant in the current dataset for
the given task. We added a dropout layer before the
fully connected layer. Dropout is a regularization tech-
nique used to reduce overfitting, by disabling random
neurons (setting their weights to zero) on a single for-
ward/backward pass on a batch data. It removes sim-
ple dependencies between neurons. Even though it is
mainly used to address the overfitting problem, in our
case dropout improved the performance in the valida-
tion data. Generalization was worse without dropout,
even though the model could be fine-tuned to an op-
timal result during training. The reason could be that
dropout forces the model to learn more robust and use-
ful features along with different random subsets of other
neurons and thus increases generalization performance.

In addition to training the network for end-to-end
classification, we also used it as a feature extractor.
For single MRI weighting, features were extracted be-
fore the fully connected layer, generating what is called
high-level or deep features. Results with deep features
were overall higher than radiomics features (also in-
dicated by the statistical significance), implying that
they could be more predictive in differentiating low and
high-grade meningioma. For multiple MRI weightings,
we combined features with two known fusion methods:
early fusion and late fusion. Early fusion combines
features at the feature extraction level, which generates
deep features. These deep features then undergo feature

8.11



Prediction of the Histological Grading of Meningiomas Using Magnetic Resonance Images 12

engineering similar to radiomics, followed by training
machine learning classifiers. Late fusion combines fea-
tures at the decision level. For this method, different
classification strategies were applied: concatenation and
training machine learning classifiers, averaging, weight-
ing. In our study, early fusion had higher results than
late fusion.

From our experiments, the use of different MRI
weightings had variable results. In most settings, ADC
maps provided higher results than T1-CE sequences.
For this reason, a higher weight was given to the de-
cision from ADC maps for weighting in the late fu-
sion method. Combining multiple MRI weightings also
showed different findings. In comparison to using T1-
CE alone, using features from both weightings slightly
improved the results though they did not outperform
the performance from using ADC maps in most cases.
Through the statistical test evaluated, using different
MRI weightings was not significant to the model per-
formance.

We compare our results to a previous study that used
the dataset from the same source, although different
subsets were used. Wodzinski et al. (2020) worked us-
ing T1-CE sequences in a total of 174 cases. Even
though the data was highly heterogeneous, they were
able to record sensitivity and accuracy at the level of
74%. The data used in this study was aimed to re-
duce the heterogeneity by using sequences only from 3T
scanners. Similar results were difficult to be achieved
using an end-to-end network with these data, with one
obvious reason being a smaller number of training data.
As they stated, ADC maps might be able to provide bet-
ter information in the task of classifying low and high-
grade meningioma, which were shown in our results.
Deep features with early fusion showed improved re-
sults to previous work.

6. Conclusions

This study evaluated convolutional neural networks
and traditional machine learning for the prediction of
meningioma histological grading from MR images. The
end-to-end classification was comparable to traditional
machine learning. High-level features, which were ex-
tracted from separately trained models, showed superior
performance to hand-crafted radiomics. Hand-crafted
features are exact in the way of derivation, which is an
advantage for feature engineering, whereas high-level
features are derived from more complex models. CNNs
can encode more complex patterns the deeper the layer
goes. High-level features might contain information
that is more useful to distinguish low and high-grade
meningioma, seeing that results were significant to ra-
diomics features. Even though the task for this study
was a binary classification, it depended on tumor seg-
mentation as meningiomas do not appear throughout
the whole volume. The quality of segmentation masks

thus affects the classification task, in which our study
still has a drawback from using manually annotated tu-
mor masks. For future studies, the use of multiple
MR weightings should be explored more thoroughly,
since routine MR sequences are usually performed for
surveillance in meningioma. A larger dataset would
most likely help improve the model too.
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Appendix

Parameter Number of cases

Scanner model

Philips Ingenia 103
Philips Ingenia CX 1
General Electric SIGNA Pioneer 1

Pixel spacing (mm)

T1-CE
0.21 1
0.23 8
0.25 1
0.44 1
0.45 3
0.46 1
0.47 2
0.48 4
0.49 31
0.5 3
0.53 1
0.54 10
0.6 7
1.0 13
1.1 19
ADC maps
0.72 6
0.82 1
0.87 1
0.9 93
0.96 3
0.98 1

Slice thickness (mm)

T1-CE
0.47 5
0.48 2
0.49 5
0.5 1
0.52 1
0.54 17
0.55 1
1.0 1
3.0 7
3.54 2
3.67 1
3.71 1
3.72 2
3.73 5
3.79 1
3.98 1
4.0 52
ADC maps
3.0 21
4.0 84

Table 3: Data set details

Features

T1-CE

original glrlm RunVariance
original glszm SizeZoneNonUniformity
original glszm SmallAreaEmphasis
exponential glszm ZoneVariance
logarithm firstorder 90Percentile
logarithm firstorder Kurtosis
wavelet-HH glrlm RunLengthNonUniformityNormalized
wavelet-HH glszm SmallAreaHighGrayLevelEmphasis
wavelet-HL firstorder Kurtosis
wavelet-HL firstorder Median
wavelet-HL glrlm HighGrayLevelRunEmphasis
wavelet-LH firstorder Minimum
wavelet-LH firstorder Skewness
wavelet-LH glcm Imc2

ADC maps

original glrlm RunVariance
gradient firstorder Minimum
lbp-2D firstorder Median
wavelet-HH glszm HighGrayLevelZoneEmphasis
wavelet-HH glszm ZoneEntropy
wavelet-HL firstorder Minimum
wavelet-HL firstorder Skewness
wavelet-HL glrlm HighGrayLevelRunEmphasis
wavelet-LH firstorder Skewness
wavelet-LH glszm GrayLevelNonUniformityNormalized
wavelet-LH glszm ZoneEntropy

T1-CE

original firstorder 10Percentile
original glrlm RunLengthNonUniformity
original glszm HighGrayLevelZoneEmphasis
exponential glszm SmallAreaEmphasis
lbp-2D firstorder InterquartileRange
lbp-2D firstorder Median
wavelet-HH firstorder Maximum
wavelet-HH firstorder Mean
wavelet-HH firstorder Skewness
wavelet-HH glszm SmallAreaLowGrayLevelEmphasis
wavelet-HL firstorder Kurtosis
wavelet-HL firstorder Skewness
wavelet-HL glcm SumEntropy
wavelet-LH firstorder Minimum

ADC maps

original firstorder Skewness
original glcm Imc1
original glszm GrayLevelNonUniformity
exponential glszm SmallAreaEmphasis
lbp-2D firstorder Median
wavelet-HH firstorder Mean
wavelet-HH glszm GrayLevelNonUniformityNormalized
wavelet-HL firstorder Skewness
wavelet-HL glrlm HighGrayLevelRunEmphasis
wavelet-HL glszm GrayLevelNonUniformityNormalized
wavelet-LH gldm DependenceEntropy
wavelet-LH gldm LargeDependenceHighGrayLevelEmphasis
wavelet-LH glszm SmallAreaHighGrayLevelEmphasis
wavelet-LH glszm SmallAreaLowGrayLevelEmphasis
wavelet-LH glszm ZoneEntropy
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T1-CE*

original ngtdm Busyness
exponential glszm ZoneVariance
gradient firstorder Kurtosis
wavelet-HHL firstorder Skewness
wavelet-HHL firstorder Mean
wavelet-HLH firstorder Kurtosis
wavelet-HLH firstorder Median
wavelet-HLH glrlm GrayLevelNonUniformityNormalized
wavelet-HLH glszm HighGrayLevelZoneEmphasis
wavelet-HLH glszm SmallAreaLowGrayLevelEmphasis
wavelet-HLL firstorder Kurtosis
wavelet-LHH firstorder Median
wavelet-LHH glrlm HighGrayLevelRunEmphasis
wavelet-LHL glszm SizeZoneNonUniformity
wavelet-LLH firstorder Skewness

ADC maps*

original glcm Imc1
original glszm GrayLevelNonUniformity
wavelet-HHH glcm ClusterProminence
wavelet-HHL firstorder Mean
wavelet-HLH firstorder Maximum
wavelet-HLH glszm GrayLevelNonUniformityNormalized
wavelet-HLH glszm HighGrayLevelZoneEmphasis
wavelet-HLH glszm SizeZoneNonUniformityNormalized
wavelet-HLL firstorder Skewness
wavelet-HLL glrlm HighGrayLevelRunEmphasis
wavelet-HLL glszm SizeZoneNonUniformityNormalized
wavelet-LHH glszm GrayLevelNonUniformityNormalized
wavelet-LHL glcm SumEntropy
wavelet-LHL glszm GrayLevelNonUniformity
wavelet-LHL glszm GrayLevelNonUniformityNormalized
wavelet-LLH glszm HighGrayLevelZoneEmphasis
wavelet-LLL glszm SmallAreaEmphasis

Table 4: Selected radiomics features with different settings. Se-
quences in italic indicate ROI of all tumor slices, otherwise selected
three slices are used. Asterisk represents 3D features, otherwise fea-
tures are 2D.
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Abstract

Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCE-MRI) is an effective tool for the diagnosis of breast
lesions as it is capable of visualizing both physiological tissue characteristics and anatomical structures. Several
studies have shown that features extracted from lesions in DCE-MRI are helpful for distinguishing between benign
and malignant breast lesions. Therefore, the accurate segmentation of breast lesions in DCE-MRI is an essential step
for automated Breast Cancer analysis, diagnosis and treatment follow-up. This task is a challenging problem and an
active area of research. However, there are only few studies focusing on breast lesion segmentation in DCE-MRI so
far, and most of them are using either semi-automatic methods or traditional machine learning methods.
In this work we propose an automated breast lesion segmentation method for DCE-MRI. Our method is a ROI guided,
3D patch based deep learning framework which is based on a U-Net architecture with ResNet basic blocks. First, a
ROI was obtained and used to restrict a balanced patch extraction process, which was proposed in order to address
both problems of the class imbalance and confounding regions. Differently from most existing works on this topic,
we performed a 3D segmentation instead of 2D. Therefore, our method performs both segmentation and detection at
the same time.
Additionally we propose the usage of the voxel-wise standard deviation (std) across the time dimension in order to
represent time-intensity variations of each voxel in a less parametric volume. Approximately 4000 balanced Patches of
size (32,32,16) were extracted from each case. AdaDelta optimizer along with the binary cross-entropy loss function
were used and a 5 fold cross-validation was performed. The dataset we used consisted of 46 cases obtained from the
public collection of TCGA-BRCA. Experiments were performed on all 46 cases using pre-contrast, last post-contrast
and std volumes as inputs. Dice Similarity Coefficient (DSC) was used to evaluate the obtained segmentation. We
obtained a mean dice of 0.645 which demonstrates the effectiveness of our method considering the complexity of the
dataset we used and its incomplete annotation (ground truth).

Keywords: Breast lesions, DCE-MRI, lesion segmentation, Deep Learning, 3D U-Net

1. Introduction

Breast cancer (BC) begins with an uncontrolled
change and division of cells in the breast, forming a
mass (lesion) that can either grow and spread to other
parts of the body (as the case of a malignant lesion),
or just grow without spreading (as the case of a benign
lesion) (Subbhuraam et al., 2014) (ASCO, 2019). It
mostly begins in the lobules (milk glands) or in the ducts
that connect the lobules to the nipple and in most cases
it spreads to nearby lymph nodes, but it can also spread
further through the body to areas such as the bones,
lungs, liver, and brain. Once the patient is diagnosed

with BC, the stage is also defined, which indicates its
location, extent of growth, and whether or where it has
spread (ACS, 2019-2020) (ASCO, 2019).
It is most easy to treat BC when the lesion is small,
however no symptoms normally appear at that stage. A
painless lump is the most common physical symptom
but BC can spread to underarm lymph nodes causing a
lump or swelling even before the original breast lesion
grows enough to be noticed. Other signs and symptoms,
such as breast pain or heaviness and persistent changes,
can also happen; however they are less common. Hence,
screening is very crucial for early detection (ACS, 2019-
2020) (Siegel et al., 2020).
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According to the World Health Organization BC is
impacting 2.1 million women each year and causing
the greatest number of cancer deaths among women
(WHO). As stated by the American Cancer Society
(ACS), BC is the most common cancer among women
in US (excluding skin cancer) and the second cause of
cancer deaths (after lung cancer). According to the ACS
estimates of 2020 on US women, 30% of all diagnosed
cancer cases will be BC cases and 15% of all cancer
deaths will be due to BC (DeSantis et al., 2019) (Siegel
et al., 2020). It is also estimated that in 2020 there
will be 279,100 new cases of invasive BC diagnosed
in both men and women (men 2,620, women 276,480)
and an additional 48,530 cases of ductal carcinoma in
situ (DCIS) diagnosed in women. Moreover, 42,690
BC deaths (men 520, women 42,170) will occur in 2020
(Siegel et al., 2020). Hence, the spread of BC is one of
the main health challenges in the world.
Despite that, statistics have shown that the five-year sur-
vival rate in the US has increased from 75% to 91%
between 1975-2015, and the five-year survival rate for
early diagnosed patients (when the lesion is in the local
stage) is 99%, which declines to 86% and 27% in the re-
gional and distant diagnosed stages of BC respectively
(Siegel et al., 2020). According to ACS, BC death rate
is declining continuously, it has dropped by 40% from
1989 to 2017 (DeSantis et al., 2019). This is mostly due
to the early detection of BC and the expanding access to
high-quality prevention and treatment services.

Since imaging modalities have been playing a vital
role in all phases of BC control (starting from screening
and early detection to diagnosis and treatment follow-
up), many imaging modalities have been continually
developed in order to improve BC outcomes and sur-
vival. Each of these modalities has different clinical ad-
vantages and disadvantages as well as sensitivity and
specificity. Thus, some of these modalities are used for
screening purposes due to their efficiency in reaching
the masses and their lower cost (such as mammogra-
phy), while some (such as MRI) are used for diagnostic
purposes in order to obtain more detailed evaluations af-
ter the detection of BC in screening tests. Other modali-
ties (such as ultrasound) are used for adjunctive evalua-
tion to assist doctors and clinicians obtaining additional
confidence in their initial diagnosis (Subbhuraam et al.,
2014). Moreover, using hybrid imaging techniques has
been proven to improve BC detection (Iranmakani et al.,
2020). Furthermore, improvements of the basic tech-
niques used in each of these modalities have been per-
formed throughout the years in order to improve the de-
tection efficiency, due to the fact that cancer is a com-
plex disease with varied pathology (Subbhuraam et al.,
2014).
The choice of the modalities and techniques is also af-
fected by the patient’s state and stage, the age and the
density of the breast tissue (Iranmakani et al., 2020).

Currently, there are 3 clinical breast imaging modali-

ties used for BC detection and diagnosis: 1) Mammog-
raphy, 2) Ultrasound and 3) MRI. Other breast diagnos-
tic methods also exist, such as: tomosynthesis, elas-
tography, photoacoustics, and optical imaging. How-
ever, they have some challenges and complexities which
made them less common (Iranmakani et al., 2020).

Mammography is currently the gold standard method
for BC screening and early detection. Studies have
shown that it has helped increasing early diagnosis and
treatment of BC and hence decreasing the mortality
rate in screened women by 30% or more (Subbhuraam
et al., 2014) (Alzaghal and DiPiro, 2018). However, it is
known that conventional mammography is not very sen-
sitive in detecting cancer in dense breast tissues (Subb-
huraam et al., 2014) (Iranmakani et al., 2020) (Alzaghal
and DiPiro, 2018). According to studies, the sensitivity
(true positive rate) of this method declines from 75%
to 50% in middle aged patients who has higher breast
density (Iranmakani et al., 2020).

Ultrasound imaging is used as an adjunct tool to
mammography to detect the location of the suspicious
lesion. According to studies, the use of ultrasound as an
adjunct tool to mammography improves the diagnostic
yield for women with dense breasts and those at higher
risk of BC, but at the expense of an increased false pos-
itive rate. Additionally, it is not possible to accurately
detect lesions using just ultrasound, so it is suggested
to complement mammography or other imaging tech-
niques (Subbhuraam et al., 2014).

MRI is widely used for both the early detection and
diagnosis of BC (Subbhuraam et al., 2014). It has higher
sensitivity than mammography and ultrasound and it
improves the yield of screening for higher risk women
dramatically, so it is most widely used as a supplemental
screening in high-risk women (Iranmakani et al., 2020)
(Subbhuraam et al., 2014). According to the American
Cancer Society (ACS), it is recommended for high risk
patients to have an annual screening using MRI (Siegel
et al., 2020).
Besides the higher sensitivity, MRI has higher spatial
and temporal resolution and a better signal to noise ra-
tio. It is also effective for evaluating dense breasts,
it helps to evaluate inverted nipple, allows the simul-
taneous evaluation of both breasts, helps to determine
whether lumpectomy or mastectomy is the best treat-
ment, and it has no side effects as there is no radiation
(Subbhuraam et al., 2014).
However, the widespread use of breast MRI is limited
due to the following issues: the increased cost, the high
false positive rates and the longer acquisition time (30
min to one hour), which also leads to patients’ difficul-
ties in maintaining proper posture. Other limitations
include the poor sensitivity for diagnosing ductal car-
cinoma in situ (DCIS), possibility of not showing all
calcifications, and the personal contraindications (in-
cluding incompatible surgical implants, claustrophobia,
contrast allergy, or risk of nephrogenic systemic fibrosis
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in patients with renal insufficiency that receive gadolin-
ium contrast) (Subbhuraam et al., 2014) (Iranmakani
et al., 2020) (Alzaghal and DiPiro, 2018).
There are specific MRI techniques mostly used to
diagnose BC, such as: Diffusion-weighted imaging
(DWI) and Dynamic contrast enhanced MRI (DCE-
MRI) (Iranmakani et al., 2020).

Recent research and clinical studies have shown the
effectiveness of DCE-MRI for the diagnosis of BC due
to its capability to visualize both physiological tissue
characteristics and anatomical structures, however it is
less specific (has more false positives FP) (Zhang et al.,
2019a) (Subbhuraam et al., 2014).
In DCE-MR imaging the changes of T1 in tissues are
measured over time after the administration of a contrast
agent (gadolinium) (Tofts, 2010), so that one scan is ac-
quired before the administration of the contrast agent
and one or more scans are acquired after the administra-
tion of the contrast agent. The main purpose of DCE-
MRI is to observe and quantify the contrast enhance-
ment over time, since the degree of contrast enhance-
ment depends on the regional blood flow, the size and
number of blood vessels and their permeability, which
are related to cancer tissues (Tofts, 2010). Neverthe-
less, it is time consuming to evaluate the large amount
of information from 4D-DCE MR images for each pa-
tient, and it also requires experienced radiologists for
the interpretation of those 4D-DCE MR images (Lo-
surdo et al., 2018). Therefore, many methods have been
developed to automatically extract features and inter-
pret those DCE-MR images. Proposed features includ-
ing lesion morphology, texture, and enhancement ki-
netics have been proved by recent studies to be useful
for the identification of genomic composition of BC le-
sions and for patient outcomes prediction (Zhang et al.,
2019a) (Iranmakani et al., 2020) (Alzaghal and DiPiro,
2018).
However, the extraction of these features requires the
lesions to be accurately segmented first. Therefore,
the accurate segmentation of breast lesions in DCE-
MR images is a critically significant task for automated
BC analysis, diagnosis and treatment follow-up (Zhang
et al., 2019a).

The most straightforward way to achieve this task is
to manually annotate lesion regions by radiologists, but
this is time-consuming and error-prone (Zhang et al.,
2019a). Therefore, automating this challenging task
will help radiologists to reduce the high manual work-
load and obtain more accurate lesion segmentation.
However, automatic breast lesion segmentation based
on DCE-MRI is a challenging problem and an active
area of research.

In this work we propose an automated segmenta-
tion method for breast lesions in DCE-MRI using ROI
guided, 3D patch based U-Net framework. The contri-
bution of this work is aiming to address the problems
of confounding regions and class imbalance by utilizing

a balanced sampling technique for patch extraction that
is restricted by a ROI. Additionally, we propose a less
parametric representation of the 3D+time data, that is
the standard deviation along the time dimension.

The remainder of this paper is structured as follows:
section 2 outlines some related works in the literature.
Section 3 describes the dataset and in section 4 we in-
troduce our proposed method. Section 5 reports and dis-
cusses the results we obtained. Finally, in section 6 we
present our conclusions.

2. State of the art

Apart from the manual method, existing methods for
lesion segmentation in general fall into three categories:
1) Atlas-based methods, 2) Semi-automatic methods,
and 3) Learning-based methods.
Despite the promising results achieved by Atlas-based
methods in other tasks (as in (Prastawa et al., 2004) and
(Wang and Yushkevich, 2013)), they fail to accurately
identify breast lesions. This is attributed to the fact that
breast lesions mostly do not have fixed positions and
regular morphological shapes. Figure 1 shows exam-
ple cases from our dataset with lesions of various sizes,
shapes, locations and intensities.

Since one of the challenges to automate the task of
breast lesion segmentation is the difficulty of identify-
ing them from confounding organs or vessels (as illus-
trated in Figure 3); semi-automatic methods have been
proposed. In these methods radiologists have to define
lesion regions first (bounding boxes) to make the au-
tomatic segmentation task easier (Zheng et al., 2007)
(Ashraf et al., 2012) (Vignati et al., 2011). In fact, there
are only few studies focusing on breast lesion segmenta-
tion in DCE-MRI, and most of them are semi-automatic
methods (Zhang et al., 2019a).
Learning-based methods perform automatic lesion seg-
mentation using supervised learning algorithms and
they have achieved remarkable performance in many
medical applications. There are two types of learning-
based methods: 1)Traditional Machine Learning (ML)
methods, and 2)Deep Learning (DL) methods (Zhang
et al., 2019a).

2.1. Traditional learning-based methods

In traditional learning-based methods, feature extrac-
tion and model training are treated as two separate tasks.
Several traditional learning-based methods have been
proposed for breast lesion segmentation but only few
of them are focusing on DCE-MRI.
Many studies have been conducted in order to identify
the definitive set of features and segmentation model
for DCE-MRI and in several studies similar approaches
have been utilized. For instance, Gubern-Mérida et al.
(2014) proposed an automated localization method for
breast lesions in DCE-MR images, by first extracting
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Figure 1: Breast lesions with different sizes, shapes, locations, and intensities. Cases in (a) to (d) are: A1E0, A0B6, A0DZ and A0HA respectively.

blob and relative enhancement voxel features for locat-
ing lesion candidates and then computing a malignancy
score for each lesion candidate using region-based mor-
phological and kinetic features computed on segmented
lesion candidates. Kinetic features are characteristics
modelling the shape of the Time Intensity Curve (TIC)
and they have been proven in many papers as the most
effective way to perform the lesion segmentation by
means of machine learning. In addition to that, further
analysis of TIC is widely used to provide several param-
eters which are useful for lesion diagnosis.

TIC is obtained either for each voxel or for regions
of interest, and it shows the absorption and the release
of the contrast agent over time according to the vascu-
larisation characteristics of the tissue (Piantadosi et al.,
2019).
Washout and plateau patterns (along with rapid up-slope
in the early phase) in TIC occurring early in dynamic
study are more likely to be associated with malignancy,
whereas persistent pattern is usually detected with be-
nign lesions (Dogan et al., 2006) (Cheng and Li, 2013).
Figure 2 illustrates the difference between normal tissue
and lesion curves. Figure 2: Illustration of the difference between Time Intensity Curves

(TIC) of a normal tissue (green) and a lesion (red). (a) Pre-contrast
volume. (b) Second post-contrast volume. (c) Different types of TIC
from DCE-MRI including the one for normal tissue (green) and for
lesion (in red).9.4
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2.2. Deep Learning Based methods

On the contrary to conventional learning-based meth-
ods, deep learning based methods (such as convolu-
tional neural networks (CNN) and fully convolutional
networks (FCN)) incorporate both feature extraction
and model training into a unified learning framework
so that the segmentation task is performed in an end-
to-end manner. These methods have recently achieved
state-of-the-art performance in medical imaging analy-
sis.
In such methods, voxel-wise (or pixel-wise) classifica-
tion models are trained, in which cubic patches centered
at a particular voxel are first extracted, then the patch-
wise binary classifier learns to classify voxels into either
lesion or non lesion voxels (Zhang et al., 2019a).

In general, since the task of lesion segmentation can
be considered as a semantic segmentation in which the
input image has to be divided into Regions of Interest
(ROIs) each referring to a lesion, every CNN segmenta-
tion model could be potentially used (Piantadosi et al.,
2019).
One of the first works to address semantic segmentation
with CNN was SegNet, developed by Badrinarayanan
et al. (2017). SegNet is a deep convolutional encoder
decoder architecture, followed by a pixel-wise classi-
fier. The role of the encoder network is to learn a com-
pact representation of the input data, while the role of
the decoder network is to map the encoded features to a
segmentation mask.
Similarly, the U-Net developed by Ronneberger et al.
(2015) for biomedical image segmentation, exploits an
encoder-decoder architecture, enhanced by the presence
of skipping connections between the two sides with the
aim of exploiting encoding information to improve the
decoding stage and to reduce the gradient vanishing
problem. In fact, the U-Net method improved the idea
of a CNN by comprising regular CNN layers followed
by up-sampling ones. This model has been widely used
in the literature and several alterations to it have been
proposed. Both SegNet and UNet architectures provide
the potential to produce accurate models even with rel-
atively small datasets.
There are several deep neural networks that have been
recently proposed for breast image analysis, based on
mammography, MRI, ultrasound, and whole-slide his-
tology images. However, there are not so many works
focusing on DCE-MRI. Moreover, the problems of both
class imbalance and confounding regions are rarely
taken into account in most of the existing deep learning
based methods. These two problems are very common
in breast lesion segmentation from DCE-MRI (Zhang
et al., 2019a).

Chen et al. (2018) proposed a stacking of three par-
allel ConvLSTM (Shi et al., 2015) networks (to extract
temporal and 3D features) over a 4-layer U-Net (to per-
form the segmentation).

Zhang et al. (2019b) investigated a DL based method
to segment breast lesions in DCE-MRI scans in both
2D and 3D settings. Both 2D and 3D frameworks were
proposed and evaluated. The binary cross-entropy loss
function was used. The 3D U-Net performed slightly
better in terms of dice coefficient and yielded less false
positives. However, the dataset slices used in this study
were selected only from the second-post contrast scan.
Moreover, the UNet models were fed by images of
bounding box regions surrounding the entire lesion in-
stead of the full size of the breast MRI.

El Adoui et al. (2019) proposed two deep learning ap-
proaches by building two CNNs based on SegNet and
U-Net. The binary cross entropy loss function was also
used. In this study, U-Net outperformed SegNet which
can be explained by the fact that SegNet is more adapted
to the multiclassification task such as autonomous cars
applications. One of the limitations of this study, is that
2D slices were used as inputs instead of 3D volumes
due to the lack of data. This affects, artificially, the sta-
tistically significant differences between the outputs and
the ground truth. Indeed, comparing performance by 2D
slices can fail to consider the correlation in performance
for same slices from the lesion. Another limitation of
this study is that the ground truth labels were provided
by only one radiologist. It would be better to provide the
ground truth by many radiologists in order to minimize
the inter-reader variability.

Piantadosi et al. (2019) proposed a 3D lesion segmen-
tation method (3TP U-Net) using a U-Net that exploits
the well-known Three Time Points approach (3TP). The
3TP approach was proposed by Degani et al. (1997)
whose studies have showed that breast lesion analy-
sis can be improved by focusing on just three well
defined temporal acquisitions (t0 = pre-contrast, t1 =

2 minutes after contrast agent injection, t2 = 6 min-
utes after contrast agent injection). In Piantadosi et al.
(2019) method, images acquired at the three specific
time points were fed to the network in order to take
into account the DCE-MRI fundamental characteristic.
Segmentation was performed slice-by-slice, consider-
ing the three temporal acquisitions of the same slice as
channels within the image. Slices were extracted along
the projection with the higher resolution (the coronal
projection) and to obtain a reliable and fair evaluation,
the slices from the same subject were always separated
across the cross-validation folds. Additionally, the Dice
loss function was used .
To address the two issues of confounding regions
and class imbalance, Zhang et al. (2019a) proposed a
mask-guided hierarchical learning (MHL) framework
for breast lesion segmentation via FCN (U-Net). First,
the pre-contrast volumes were used as input to a U-
Net model to generate 3D breast masks as the region of
interest (ROI), so that confounding regions from input
DCE-MR images are removed. Then a two-stage U-Net
model to perform coarse-to-fine segmentation was used.
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In the first stage the post-contrast volumes and the dif-
ference volumes (between post and pre contrast) were
used along with the generated breast masks as inputs to
a first stage U-Net to generate over-segmented lesion-
like regions. Also to handle the class-imbalance prob-
lem, a Dice-Sensitivity-like loss function was proposed.
In the second stage, an additional U-Net was used to re-
fine the segmentation results of the previous stage, using
a Dice-like loss function and a reinforcement sampling
strategy.

3. Materials

3.1. Data acquisition and annotation

For this work we used a subset of the TCGA-
BRCA collection, which was collected by the TCGA
Breast Phenotype Research Group and made avail-
able in The Cancer Imaging Archive—TCIA (http://
http://www.cancerimagingarchive.net). All patient data
were obtained under IRB-approved HIPAA compliant
(Clark et al., 2013) (Burnside et al., 2015).
The data subset we used consists of 46 cases all of
them diagnosed with BC by performing image-guided
core needle biopsy, in other words all cases had le-
sions. Scans were acquired at the University of Pitts-
burgh Medical Center (1999-2004) prior to any treat-
ment.
MRIs were acquired using a standard double breast coil
on a 1.5T GE whole body MRI system (GE Medi-
cal Systems, Milwaukee, Wisconsin, USA). Only T1-
weighted dynamic contrast-enhanced MR images were
used in this study. The imaging protocols included
one pre- and four to six post-contrast volumes ob-
tained using a T1-weighted 3D spoiled gradient echo
sequence with a gadolinium-based contrast agent (Om-
niscan; Nycomed-Amersham, Princeton, NJ). Typical
in-plane resolution was 0.53-0.86 mm, and typical spac-
ing between slices was 2-3 mm.

Each breast MRI examination was independently re-
viewed by three expert board-certified breast radiolo-
gists blinded to outcome data. Each radiologist iden-
tified and annotated the location of the primary breast
lesion in the image and measured maximal lesion diam-
eter using a linear measurement tool. lesion location on
MRI was determined using radiologist reviewer infor-
mation (via a posteriori consensus). The average maxi-
mal diameter as measured by the 3 readers (called “ra-
diologist size”) was used for comparison to a computer-
derived measurements. Each primary breast lesion was
then automatically segmented in 3D from the surround-
ing parenchyma.

It is important to mention that most of the cases had
multiple lesions according to the reviewer radiologists,
however the Ground Truth (GT) segments only the pri-
mary lesion since the purpose of the TCGA/TCIA study
was to map the radiomics (phenotypes) of the primary

lesion to the corresponding clinical, histopathology, and
genomic data.

3.2. Data preparation

3.2.1. Ground truth segmentations
As mentioned earlier, only primary lesion in each

case is segmented in the Ground Truth (GT). Segmenta-
tions were provided as binary files, each has the follow-
ing:
1. Six uint16 values for the coordinates of the lesion’s
cuboid (bounding box), with respect to the full volume:
y start y end
x start x end
z start z end
2. The N int8 0/1 values of voxels for the above spec-
ified cube, where N = (y end y start +1) * (x end -
x start + 1) * (z end - z start + 1). Where a voxel value
of 1 denotes that it is part of the lesion, while a value of
zero denotes it is not.
These binary files were used to generate a full breast
volume size segmentation.

3.2.2. DCE-MRI scans
Each patient DCE-MRI series was provided as a

DICOM file that combines all pre- and post-contrast
scans as different channels. For easier use, pre- and
post-contrast scans within the series were separated and
saved as Nifti files using SimpleITK library.

4. Methods

In this work we propose an automated method for
segmenting breast lesions in DCE-MRI using deep
learning. Our method is based on a 3D patch based
modified U-Net . Moreover, a restricted patch extraction
using a ROI was used. The proposed method takes into
account different challenges: (1) the confounding re-
gions, (2) the class imbalance, and (3) the large amount
of 3D+time data. In order to tackle the first two prob-
lems, we performed balanced patch sampling technique
restricted by a ROI to ensure that the two classes are
equally distributed in the training set and to avoid hav-
ing patches from confounding regions.
Regarding the third problem, we proposed the use of
standard deviation (std) generated voxel-wise across
the time dimension to represent the time-intensity be-
haviour provided by the 3D+time data and to reduce re-
dundant information and high computational cost which
are encountered if we train the network over all pro-
vided 4D data.
Moreover, different networks and parameters have been
evaluated in comparison with our proposed method and
the obtained results are presented and discussed in Sec-
tion 5.
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4.1. Pre-processing

Prior to feeding input volumes to the network, the fol-
lowing pre-processing steps were performed:
(1) ROI masks generation in order to exclude confound-
ing regions. This was performed using a simple land-
mark detection method in which we detected the skin-
air boundary between the two breasts and then excluded
non-breast part of the volume that lies beyond the de-
tected landmark.
(2) Zero padding with padding width equal to half of the
patch size.
(3) Zero-mean unit-variance intensity normalization.
(4) Balanced patch extraction in order to tackle the class
imbalance problem.

4.1.1. ROI masks generation
As mentioned earlier, confounding background (e.g.,

vessel structures and organs) in DCE-MRI makes the
task of breast lesion segmentation more challenging.
Therefore, it is important to generate a region of inter-
est (ROI) that includes the breast only. Figure 3 shows
examples of confounding background that can be found
in DCE-MR scans.

Figure 3: Example cases showing confounding regions such as vessels
(arrows) and organs (circle). (top row: case A0HA, bottom row: case
A1DI).

The most straightforward way is to use a breast mask
as a ROI, which can remove most of the confounding
organs. However, no breast masks were provided along
with the dataset we are using.

Several methods have been proposed to generate
breast masks. Nevertheless, in this work we imple-
mented a simple method to generate ROI masks instead
of breast masks.

Based on the fact that breasts have regular morpho-
logical shapes and relatively fixed position on MRI im-
ages, we detected a landmark at the breast-air bound-
ary between the two breasts and then excluded parts of
the volume that lie beyond the detected landmark. This

was done by first obtaining the voxels at the intersec-
tion line of mid-sagittal and mid-transverse planes (lo-
cated between two breasts) and then detecting the local
maxima of intensities across those voxels. Then Local
maxima were filtered (using empirically chosen values
of height and distance between each two local maxima)
such that the location of the first detected local maxi-
mum (anterior to posterior direction) corresponds to the
required landmark slice. Figure 4-(a) to (c) illustrates
the steps followed to detect the required landmark. Ac-
cordingly, the remaining part (coronal slices) starting
from few slices (empirically chosen) after that landmark
were set to zero while other parts were set to one in or-
der to generate the 3D binary mask, figure 4-(d) shows
the generated ROI mask overlaid on an example case.

4.1.2. Patch sampling
Many studies have proved that training on a patch-

level performs better than on an image-level. This is
attributed to the fact that CNN kernels (filters) will only
process one patch at a time, rather than the whole image,
which does not only lead to less computational demand-
ing and reduced training time, but also a better features
depicting and a smaller number of parameters which in-
troduces a regularization property as well.

The common way of extracting patches from images
is the uniform sampling, in which patches are extracted
from all parts of an image uniformly with a certain step
between each two consecutive patches. However, in the
context of lesions segmentation in which the number
of voxels in the lesion region (positive class) is much
smaller than that in the background (negative class), this
leads to a very common issue of class imbalance where
only a small number of the extracted patches will be
taken from the lesion class and hence yielding a poor
performance of the network and misclassification of le-
sion voxels. This common issue has been addressed in
several studies on lesion segmentation of different or-
gans (Zhang et al., 2017) (Christ et al., 2017) (Bria et al.,
2013).
Guerrero et al. (2017) proposed a method to address the
class imbalance issue in which the extracted patches al-
ways contain lesion voxels and were randomly shifted
so that the center of the patch does not necessarily be
a lesion voxel. Another method proposed by Clèrigues
et al. (2019), which utilized a balanced sampling strat-
egy such that for each image there are equal number
of patches representing both classes. Additionally, a
ROI restricted technique was proposed in which neg-
ative patches extraction was restricted to be from a ROI
and not backround regions.

In our work, we utilized a ROI restricted balanced
sampling technique in which negative and positive
patches were equally extracted. Additionally, negative
patches were extracted only within the ROI we gen-
erated to avoid extracting patches from confounding
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Figure 4: Illustration of ROI mask generation method. (a) 3D representation of breast with mid-sagittal and mid-transverse planes intersection. (b)
Intersection line in a 2D example slice. (c) Detection of breast-air boundary landmark. (d) Obtained ROI mask overlaid on the example slice.

regions and to make sure they are located within the
breast region.

4.2. Segmentation algorithm

In this section we explain our algorithm which
yielded the best results among other experimented al-
gorithms.
In this work we adopt a modified 3D U-Net architec-
ture. U-Net is an encoder-decoder architecture orig-
inally designed for biomedical electron microscopy
(EM) images multi-class pixel-wise semantic segmen-
tation (Ronneberger et al., 2015) (Çiçek et al., 2016).

In the proposed U-Net architecture we made some al-
terations to the basic U-Net architecture. We used four
levels (blocks) in each of the encoding and decoding
paths and replaced the U-Net convolutional blocks with
ResNet basic blocks. This architecture is illustrated in
Figure 5. Every step in the contracting path consists of:
• ResNet basic block.
• (2 × 2 × 2) max-pooling with stride=2 for down-

sampling.
Then they are followed by a latent space consisting of
a ResNet basic block with rectified Linear Unit (ReLU)
activation and an instance normalisation. Similarly, the
expanding path consists of:
• (2 × 2 × 2) up-convolution with stride=2.
• Concatenation with feature map from the corre-

sponding level of the contracting path.
• ResNet basic block.

Finally, there’s a (1 × 1 × 1) output convolution layer
with two output channels followed by a softmax layer
which returns probabilities for each class.

Furthermore, in our proposed algorithm we used the
binary cross-entropy loss function, AdaDelta optimizer
and a threshold of 0.5 for generating the output segmen-
tation. Moreover, three input volumes were fed to the
U-Net: pre-contrast, last post-contrast and standard de-
viation (std) volumes. Finally, 4000 balanced patches

of the size (32,32,16) were extracted with a sampling
step of (16,16,16). Our obtained results are reported in
Section 5.

5. Results and Discussion

Different experiments were performed throughout the
development process of our framework in order to im-
prove the performance. First we investigated different
patch sizes. Then we investigated the usage of different
optimizers and loss functions.
Additionally, we investigated different combinations of
input scans among the provided DCE-MRI time series
volumes (a pre-contrast and four post-contrast volumes)
as well as other volumes that we generated (such as the
subtraction volumes) as an attempt to find the combina-
tion that yields better results. Besides that, we obtained
different volumes (such as mean and standard deviation)
to represent the time-intensity information in a way that
reduces the several time point volumes to a less para-
metric volume.
Finally, we investigated the performance of our pro-
posed architecture explained in section 4.2 and another
two different U-Net based architectures: (1) Basic U-
Net, (2) Two hierarchical basic U-Nets.
All experiments were performed using 5 fold cross-
validation across the provided 46 cases. In each fold
9 cases were used for testing (10 cases in the last fold)
and the remaining cases were shuffled and divided into
80% for training and 20% for evaluation. By doing so,
we obtained lesion segmentation results for each of the
46 cases.

As evaluation criteria, we used the Dice Similarity
Coefficient (DSC) described in equation 1, since it is
one of the most used metrics in the state of the art of
medical image segmentation based on neural networks.

g(x) =
2T P

2T P + FP + FN
(1)
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Figure 5: Our proposed U-Net with ResNet basic blocks architecture.

where TP, FP and FN refer to True Positive, False Posi-
tive and False Negative respectively.
However, the provided GT of our dataset has only the
main lesion segmented for each case and most cases
were denoted by radiologists as having multiple le-
sions (multi-centric or multi-focal). Hence, the obtained
DSC values might not adequately evaluate the segmen-
tation performance of our algorithm because other (non-
primary) lesions will be considered as FPs (even though
they are correctly detected by our algorithm). Therefore
we obtained a second dice after post-processing the ob-
tained segmentation in order to approximately evaluate
how good the main lesion was segmented, regardless of
the present of any other lesions (secondary lesions) .
To do this we first detected the the largest three con-
nected components (CCs) in the obtained segmentation.
Then we obtained the distances between their centroids
and centroid of the lesion in the GT. Finally we kept
only the nearest CC to the segmented lesion in GT.
However, it is important to mention that GT is never
used for performing post-processing. This was used just
to obtain a better indication of the performance consid-
ering the problematic (incomplete) GT we had and that
secondary lesions will be miss-classified as FPs.

In this section, we first introduce our Implementation
details and then we present the different experiments
implemented and the obtained results along with the dis-
cussion.

5.1. Implementation details

The proposed architecture and all other experimented
architectures were implemented in Python 3.7.4 using
Pytorch 1.4.0 machine learning framework.

All python scripts were executed on Ubuntu on a physi-
cal server hosted in our university equipped with 256GB
RAM, and Nvidia GeForce RTX 2080 GPU with 11016
MB memory.

5.2. Experiment 1: Threshold
Thresholding is needed in order to binarize the output

probability map and generate a segmented volume. We
studied the usage of different thresholds and obtained
the results which are shown in Table 1.

Table 1: Mean dice and standard deviation (std) obtained using differ-
ent thresholds.

Threshold mean std
0.9 0.490 0.273
0.5 0.508 0.275
0.4 0.500 0.271
0.3 0.499 0.271
0.2 0.032 0.120

As we can see from Table 1, the obtained probabili-
ties were high so that using lower threshold (but not too
low) did not affect the results.
Therefore, a threshold value of 0.5 was used in our pro-
posed algorithm as well as in all experiments discussed
in the following subsections.

5.3. Experiment 2: Patch size
Several studies have been conducted to investigate

the effect of the patch size in patch based neural net-
works and some of them have showed that using bigger
patches may improve the segmentation results, as the
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network can capture more contextual information (Fara-
bet et al., 2013) (Li et al., 2014). However, the bigger
the patches are, the more computationally demanding it
is and the longer it will take for training. Moreover, very
big patches may also affect the results. Hence, it is very
important to choose the optimal patch size.
Accordingly, we compared the performance with four
different patch sizes: (32,32,32), (32,32,16), (16,16,16),
and (16,16,8). The obtained results are reported in Ta-
ble 2.
In these experiments the basic U-Net was used with
sampling step equals to the patch size (i.e. non-
overlapping patches). Moreover, pre-contrast volume,
last post-contrast volume and the subtraction between
them were used as inputs.

Table 2: DSC values (mean± std) for different patch sizes. DS C1 is
the normal dice (without post-processing) and DS C2 is the dice of
main lesions only.

Patch size DSC1 DSC2

(32,32,32) 0.508±0.275 0.576±0.291
(32,32,16) 0.511±0.266 0.608±0.273
(16,16,16) 0.517±0.267 0.630±0.279
(16,16,8) 0.398±0.250 0.643±0.276

Several observations can be made from Table 2.
Patch sizes of (32,32,32) and (32,32,16) performed bet-
ter if to consider both values of DS C1 and DS C2, with
average dice values of 0.508 and 0.511 respectively
(0.576 and 0.608 considering main lesions only).
The slightly better performance when using patch size
of (32,32,16) than (32,32,32) can be attributed to the
size of our scans, which have less axial slices than coro-
nal and sagittal. All cases has 512x512 coronal-sagital
size whereas the number of axial slices was different
from case to another (in the range of 58 to 112 slices).
We can also observe that in terms of segmenting the
main lesion only (i.e. values of DS C2), the patch size
(16,16,8) performed better. However the normal dice
(DS C1) was much lower which indicates that more FPs
were detected. This might be explained by the fact that
many cases had small lesions which were better seg-
mented using smaller patch size but this caused more
FPs to be also detected.

5.3.1. Experiment 3: Optimizer
Experiments were performed to compare the per-

formance of AdaDelta optimizer to another optimizer
(Adam). Table 3 shows the obtained results. In these
two experiments we used the basic U-Net with patch
size of (32,32,32) and sampling step equals to the patch
size. Moreover, the pre-contrast volume, last post-
contrast volume and the subtraction between them were
used as inputs.

As we can see from Table 3, better results were ob-
tained using AdaDelta optimizer.

Table 3: DSC values (mean± std) for two different optimizers. DS C1
is the normal dice (without post-processing) and DS C2 is the dice of
main lesions only.

Optimizer DSC1 DSC2

AdaDelta (lr=1) 0.508±0.275 0.576±0.291
Adam (lr=0.0001) 0.367±0.289 0.552±0.302

5.4. Experiment 4: Loss function

In existing works, different loss functions were pro-
posed for lesion segmentation tasks.
Binary cross-entropy loss is a commonly used loss func-
tion in the literature.
However, since it evaluates the class predictions for
each voxel individually and then averages over all vox-
els, it accounts for all voxels equally. This leads to
equal learning to each voxel in the volume. However,
in the case of unbalanced classes in the volume this can
be a problem since training can be dominated by the
most prevalent class. This problem is very common in
the task of lesion segmentation as voxels in the back-
ground (negative class) outnumber voxels in lesion re-
gions (positive class), which causes the prediction of
learned networks to be biased towards the background
regions, and the lesion regions will only be partially de-
tected or missing. Therefore, other loss functions have
been proposed mainly to overcome this issue. Long
et al. (2015) have proposed a weighted cross entropy
loss by weighting each class in order to avoid the class
imbalance issue. Meanwhile, Ronneberger et al. (2015)
have proposed a loss weighting scheme for each pixel
such that higher weight is assigned to pixels at the con-
tour of segmented objects.
Another loss function is the Dice-Sensitivity-like loss
proposed by Zhang et al. (2019a) which is a combi-
nation of dice and sensitivity. Dice coefficient, unlike
other measurements (such as the traditional overall ac-
curacy, mean squared error, or cross-entropy) highly fo-
cuses on the lesion class and penalizes the missed voxels
as well as false positives. Sensitivity adds an additional
bias toward detection of lesion voxels and therefore ad-
dresses the issue of imbalance by shifting the focus to-
ward the minority class (lesion voxels). However, this
loss function aims to segment lesion regions, as well
as keep those lesion like regions as much as possible,
which yields a rough segmentation, in other words many
false positive voxels will be included. Therefore, the ob-
tained rough segmentation was refined using a second
network with a dice-like loss function.

In this work we compare the performance of the
cross-entropy loss and other loss functions:

1- Dice loss function, which = 1 - DSC.
2- Combination (summation) of both dice loss and bi-

nary cross-entropy loss functions.
3- Dice-sensitivity loss function, proposed by Zhang

et al. (2019a), which is given by: 2 - DSC - Sensitivity.
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Table 4 shows the obtained results.
In these experiments the basic U-Net was used with
patch size of (32,32,32) and sampling step equals to the
patch size. Moreover, pre-contrast volume, last post-
contrast volume and the subtraction between them were
used as inputs.

Table 4: DSC values (mean± std) for different loss functions. DS C1
is the normal dice (without post-processing) and DS C2 is the dice of
main lesion only.

Loss Function DSC1 DSC2

Cross Entropy 0.508±0.275 0.576±0.291
Dice 0.470±0.294 0.505±0.309

Dice+Cross Entropy 0.472±0.309 0.521±0.313
Dice Sensitivity 0.483±0.320 0.524±0.336

As shown in Table 4, the best results were obtained by
using the cross-entropy loss. Although one would ex-
pect segmentation related loss functions (e.g. dice loss)
to obtain better results, our experiments show that more
generic losses (i.e cross-entropy) obtain better results.
However, this behaviour is to be further investigated in
the future.

5.5. Experiment 5: Input scans
As mentioned earlier in Section 2, one of the limita-

tions in most of the existing works was that only one
temporal acquisition among the time series was used.
Therefore, it is interesting to use several time acquisi-
tions since the 3D+time data of DCE-MRI involves im-
portant information about the Time Intensity Curve for
each voxel, which if utilized, might improve the perfor-
mance of lesion segmentation task using DCE-MRI.
The method of utilizing two temporal acquisitions (pre
and post-contrast) along with the subtraction between
them was proposed by Zhang et al. (2019a). Another
method of utilizing Three Time Point acquisitions (3TP)
was proposed by Piantadosi et al. (2019).
In this subsection we compare the performance of us-
ing the inputs combination presented in our proposed
method (i.e. utilizing the std along with pre and last
post-contrast) to other inputs combinations including
the ones proposed by Zhang et al. (2019a) (i.e. pre, post
and difference) and Piantadosi et al. (2019) (i.e. 3TP).
Table 5 reports the obtained results.

In these experiments the basic U-Net was used with
sampling step equals to the patch size.
Two groups of experiments were performed, for the first
group we used patches of size (32, 32, 32) whereas for
the second group patch size of (32, 32, 16) was used.

As we can see from Table 5, utilizing the std as pro-
posed in our method achieved a mean dice of 0.573
(and 0.654 if to consider main lesions only). This result
outperforms those obtained by utilizing the difference
volume, 3TP and even utilizing many acquisitions (pre,
first 3 posts and last post).

Both std and the subtraction volumes emphasize the dif-
ference in time-intensity behavior of normal tissues and
lesions, in other words lesions supposed to be more en-
hanced than a normal tissue. However, the better perfor-
mance of utilizing std volume over the subtraction vol-
ume might be explained by the fact that std volume in-
cludes information from all temporal acquisitions in the
series, whereas the subtraction is generated using only
two acquisitions. Additionally, the lesion might not be
very clear in the subtraction volume in cases with low
changes in lesion enhancement or dense breast tissues.
The better performance of utilizing the std compared to
using several temporal acquisitions (pre, first 3 posts
and last post-contrast) might be attributed to the fact
that when using several scans there will be redundant
information affecting the results. Moreover, using many
input scans is very computationally demanding and re-
quires long training time.

Qualitatively speaking, results of utilizing the std
volume showed improved segmentation of small le-
sions, irregular lesions and lesions with lower enhance-
ment. Additionally, less FPs caused by confounding
regions (especially organs) were observed in several
cases. Some qualitative improvements in segmentation
results are shown in Figures 6 and 7.

As we can see from Figure 6-(a) which shows a case
with an irregular lesion, larger overlapping with the GT
was achieved after utilizing std volume. Similarly in
Figure 6-(b) which shows a case with a small lesion, we
can see that the output segmentation improved dramati-
cally after utilizing std volume.
In figure 7-(a) we can see that the lesion was segmented
well in both experiments (using difference and using
std), however as observed in (b) which shows another
slice of the same case shown in (a), less FPs were de-
tected when utilizing std and hence the obtained dice
increased significantly.

5.6. Experiment 6: U-Net architecture
In this subsection we compare results obtained using

our proposed architecture (which we described in Sec-
tion 4.2) with another two U-Net based architectures.
The first is a basic U-Net with three levels instead of
four along with cross-entropy loss function. The second
one is the two hierarchical basic U-Nets approach pro-
posed by Zhang et al. (2019a), in which we used dice-
sensitivity-like loss in the first stage and dice-like loss
in the second stage, as proposed by Zhang et al. (2019a)
. U-Nets of both stages had three levels only.
The obtained results are reported in Table 6.

As observed from Table 6, our proposed architecture
outperformed the other architectures achieving a mean
dice of 0.645 (and 0.708 if to consider only main le-
sions).

The better performance of our architecture is at-
tributed to the higher depth compared to other experi-
mented networks, since it is known that deeper networks
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Figure 6: Example cases of improved segmentation of small, irregular and low enhanced lesions when std volume was used compared to when
subtraction volume was used. On the right is cese A0E0 and on the left is case A201. Middle row shows obtained subtraction and corresponding
output segmentation, bottom row shows obtained std and corresponding output segmentation. GT is represented in red and output segmentation in
white.
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Table 5: DSC values (mean± std) for different input scans. DS C1 is the normal dice (without post-processing) and DS C2 is the dice of main lesions
only.

Sampling Step Inputs DSC1 DSC2

32,32,32

pre, last post 0.485±0.291 0.557±0.292
pre, last post, subtraction (pre - last post) 0.508±0.275 0.576±0.291

pre, last post, subtraction(pre - last post, signed image) 0.460±0.290 0.525±0.317
last post, subtraction (pre - last post) 0.477±0.297 0.550±0.320
pre, post 2, subtraction (pre - post2) 0.514±0.275 0.599±0.285

32,32,16

pre, posts (1 to 3), last post 0.548±0.277 0.614±0.279
pre, post2, last post (3TP) 0.527±0.289 0.641±0.284

pre, last post, std 0.573±0.269 0.654±0.273
pre, last post, mean 0.558±0.284 0.649±0.283

pre, post 2, std 0.555±0.278 0.644±0.285

Figure 7: Example case (A0B6) of improved segmentation in terms of less FPs using std compared to using subtraction. Axial slices 47 and 14 are
shown in (a) and (b) respectively. Middle row shows obtained subtraction and corresponding output segmentation, bottom row shows obtained std
and corresponding output segmentation. All segmentations are overlaid along with the ROI.

Table 6: DSC values (mean± std) for different U-Net architectures. DS C1 is the normal dice (without post-processing) and DS C2 is the dice of
main lesions only.

Network Inputs Patch Size Sampling Step DSC1 DSC2

Basic U-Net pre, last post, std 32,32,16 32,32,16 0.573±0.269 0.654±0.273
Two hierarchical U-Nets pre, last post, subtraction 32,32,32 32,32,32 0.482±0.294 0.581±0.301

U-Net with ResNet blocks pre, last post, std 32,32,32 16,16,16 0.645±0.248 0.708±0.230

can lead to better performance. However, this is not
the only reason, as deeper networks are more prone to
overfitting due to the vanishing and exploding gradients
problem. Utilizing the ResNet blocks make it possible
to train deeper network and avoiding overfitting due to
the skip connections which allows the output of some
earlier layers to be fed directly to deeper layers.
Observed improvements included better segmentation

of small lesions and less FPs. Figures 9 and 8 show
some qualitative improvements in segmentation results
using our network compared to the basic U-Net.

As expected, obtained dices for multiple lesion cases
were affected by the incomplete GT issue since our
network either segmented all lesions (not only primary
ones) or missed primary lesions while segmenting sec-
ondary lesions, which might happen if the primary le-
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Figure 8: 3D rendering of obtained segmentation using our proposed
network compared to basic U-Net and GT. (a) Case A0GZ and (b)
Case A0RX.

sion is more difficult to be detected (e.g. smaller or less
enhanced). Figure 10 shows an example case with mul-
tiple lesions. For this case our network did not segment
the primary lesion but on the other hand it segmented
the other lesion (which is not in GT) very well. There-
fore, we believe results could be improved with a better
complete GT segmentation.

Another observation is that our network also seg-
mented axillary lymphadenopathy (which appears in
several cases among our dataset), even though it is not
necessarily a lesion, it is often a sign associated with
breast cancer. Axillary lymphadenopathy is defined as
changes in the size and consistency of lymph nodes in
the armpit (axilla) and it is a symptom associated with a
range of diseases and conditions from mild infections to
breast cancer (Gupta et al., 2017) (Samiei et al., 2019).
Figure 11 shows an example case diagnosed with uni-
centric lesion and an axillary lymphadenopathy. As we
can see in Figure 11, the lesion was segmented well by
our algorithm, however the dice was affected due to seg-
menting the axillary lymphadenopathy which also had
bigger size than the lesion.

As for the limitations of our study, the dataset we
used had small number of cases. Having larger dataset is
believed to improve the performance. Additionally, all
cases in our dataset contained at least one lesion which
might cause issues when dealing with normal MRIs (i.e.
healthy cases). Although MRI studies are usually ac-
quired for high risk women or in cases of suspicious
findings (with a higher incidence than screening popu-
lation), our work assumes that at least a lesion is present
in the volume, which may not always be the case.
Another limitation related to our dataset as well is that
we did not test with volumes acquired from different
scanners. All volumes used in this study were acquired
with the same scanner. It is likely to obtain worse re-

Figure 9: Example cases of improved segmentation achieved using
our proposed architecture compared to a basic U-Net. Top row: Case
A0GZ and bottom row: Case A0RX.

sults when training with one scanner and testing with
another.

However, comparing our results to other existing
works (mentioned in Section 2.2) including state-of-
the-art, shows that our proposed method is promising,
since we performed 3D segmentation of full-sized 4D
data on the contrary to most of the existing works in
which 2D segmentation was performed or segmenting
only bounding boxes around the lesion or even utiliz-
ing one temporal acquisition only. In addition to that,
we obtained good mean dice considering the incom-
plete GT annotation issue which indeed has affected the
obtained dices and considering the small and complex
dataset we used which has lesions of small sizes, irreg-
ular shapes, low enhancement, difficult locations near to
confounding organs and, Axillary lymphadenopathy.

Table 7 shows a comparison between the results ob-
tained by our method and results obtained in other
works. It is important to mention that comparing our
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Figure 10: Example case (A0H7) with multiple lesions. Top row (slice 26) shows primary lesion segmented in GT but not segmented by our
algorithm. Bottom row (slice 43) shows secondary lesion (not in GT) segmented by our network. (a) Pre-contrast volume. (b) Last post-contrast
volume. (c) Std volume. (d) GT (lower row) or our segmentation (upper row) overlaid in red.

Figure 11: Example case (A18H) with an axillary lymphadenopathy. (a) pre-contrast. (b) last post-contrast. (c) std volume. (d) Obtained
segmentation (white) and GT (red).

method with the existing approaches is difficult as they
have been using different datasets and input information
(3D/2D, whole images or ROIs).

6. Conclusions and future works

In this master thesis an automated breast lesion seg-
mentation method was proposed for DCE-MRI. Our
proposed method is a 3D patch based modified U-
Net framework. In our modified U-Net we introduced
ResNet basic blocks instead of basic U-Net blocks. Ad-

ditionally, we utilized a ROI restricted balanced patch
extraction in order to address both the class imbalance
and confounding regions problems. Differently from
most existing works on this topic, 3D segmentation was
performed instead of 2D. Therefore, our method per-
forms both segmentation and detection at the same time.
Additionally we utilized not only one temporal acquisi-
tion (as in most existing works) but different temporal
scans instead. The aim was to take advantage of the
several acquisitions from the original 4D volume in a
simple way by introducing a representative volume via
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Table 7: Comparison of our proposed method and other existing methods

Architecture 2D/3D
Number
of cases

(public/private)
Inputs Loss function

Evaluation criteria
and score Scanner

Zhang et al.
2019b U-Net 2D

1246 slices
(private)

2nd post-contrast
(lesion bounding boxes)

Cross-
entropy DSC = 0.91 -

U-Net 3D
158 cases
(private)

2nd post-contrast
(lesion bounding boxes)

Cross-
entropy DSC = 0.92

El Adoui et al.
2019 U-Net 2D

5452 slices
(private) Post-contrast

Cross-
entropy IoU = 0.7614 1.5T

Siemens
SegNet 2D

5452 slices
(private) Post-contrast

Cross-
entropy IoU = 0.6888

Piantadosi et al.
2019 U-Net 2D

35 case
(256x128x80)

(private)

Pre-contrast,
2 min. post-contrast,

and 6 min. post contrast
Dice DSC = 0.6124

1.5T
Siemens

Zhang et al.
2019a

Two
hierarchical

U-Nets
3D

272 cases
(private)

Pre-contrast,
post-contrast,

and subtraction
(breast mask

guided)

First stage:
Dice-

sensitivity-
like

Second stage:
Dice-like

DSC = 0.72
1.5T GE
and 3.0T
Siemens

Our proposed
work

U-Net with
ResNet

basic blocks
3D

46 cases
(public)

Pre-contrast,
post-contrast,

and std
(ROI mask

guided)

Cross-
entropy

DSC = 0.645
(0.708 for
primary

lesions only)

1.5T GE

obtaining voxel-wise standard deviation across the time
dimension. Moreover, different patch sizes, optimizers,
loss functions were investigated.
Experiments were performed on 46 cases and DSC was
used to evaluate the obtained segmentation. We ob-
tained a mean dice of 0.645 (0.708 for main lesions
only) which is promising considering the various issues
encountered with the incomplete GT and the compli-
cated dataset that included very small, irregular, low en-
hanced lesions as well as side lesions and confounding
background.
Further improvements could be achieved by incorporat-
ing larger dataset with a complete annotation for those
cases with multiple lesions. Moreover, using a breast
mask instead of a simple ROI could also potentially alle-
viate the issue of confounding regions as it will help ex-
cluding confounding regions of the organs without ex-
cluding side lesions.
Finally, the deployment of deeper architecture and the
deployment of an alternative way to represent the 4D
volumes in a reduced parametric volume that better cap-
tures the TIC of each voxel could also improve the re-
sults.
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Abstract

Metastatic melanoma is a fatal disease with a poor prognosis and rapid systemic spread. Follow-up and study are
imperative, especially within the early periods after diagnosis as the expected cure is seldom obtained after surgical
excision and with adjuvant therapy.
Typically, computed tomography (CT) scan contains a huge sum of data that ought to be completely analyzed and
assessed by the radiologist or other healthcare proficient in a brief time. In this case, the CAD framework can be of
extraordinary offer assistance as a moment supposition for experts. In spite of the fact that the CAD framework may
play an imperative part in the analysis, small research has been published on the survival time prediction of metastatic
melanoma based on the CAD system.
Our objective is to study the prediction of the survival time of patients with metastatic melanoma in terms of 1-year
survival as a binary classification. Dataset used in this study contains CTs of 71 patients with metastatic melanoma
who are studied at Universite Clermont Auvergne Hospital. The number of lesions per patient varies from 1 to 11.
To reach the objective, the survival time is anticipated using the accessible CT data as input of a 3D CNN. In this
category, survival time is anticipated using full CT volumes and also from extracted 3D CT patches containing lesion
regions. Here, the patches are extracted given the ground truth masks of the lesions. Moreover, segmentation of
lesions coming from different organs is performed using two different 3D CNNs to examine the prediction of survival
time based on newly extracted 3D CT patches. These new patches are extracted using our anticipated segmentation
predicted masks of lesions. As the final test, it is also inspected whether aggregated deep segmentation feature map
can help to predict survival time being an extra input channel to the CT data for 3D CNN or not.
Our study shows that using aggregated deep segmentation feature map as an extra input channel to CT data comes
about in superior performance in survival time prediction compared to using as it were only 3D CT patches as input.
In expansion, the prediction of survival time based on newly extracted 3D CT patches coming from our segmentation
predicted masks is similar to the survival prediction using the 3D CT patches coming from ground truth masks.
Further investigation of this study can be the addition of radiomic features with aggregated deep segmentation feature
map as additional input to CT data other than experimenting on bigger dataset. Including clinical data such as age,
sex, etc. can as well play a vital role.

Keywords: Survival Time Prediction, Metastatic Melanoma, Computed Tomography, Lesion Segmentation, Deep
Segmentation Feature Maps, Convolutional Neural Networks

1. Introduction

1.1. Metastatic Melanoma

Melanoma is considered to be the most aggressive
skin cancer, with a worldwide increasing incidence (Ro-
taru et al., 2019). It is the fifth most common cancer

among men and the sixth most common cancer among
women. According to Cancer.Net Editorial Board, in
2020 an estimated 100,350 adults (60,190 men and
40,160 women) in the United States will be diagnosed
with invasive melanoma of the skin.

It begins within the melanocytes. It occurs due to
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a mutation in melanin producing skin cells. Once
it spreads, or metastasizes, the disease is known as
metastatic melanoma. Common sites for metastases
incorporate the lymph nodes, lungs, liver, bones, and
brain.

Metastatic melanoma occurs when the melanoma
isn’t identified and treated early. This sort of melanoma
may typically happen during stage III or stage IV
(Enninga et al., 2017).

1.2. Imaging Modalities

Common tests to find out if the cancer has spread to
other parts of the body are X-rays, CT, MRI, PET, Blood
tests, etc. The imaging modality used in this study is CT
scan. Where images show soft tissue differentiated with
anatomic detail, facilitating phenomenal demonstrative
precision. Unlike ordinary x-rays, the detectors of the
CT scanner don’t create an image. The image of that
segment is taken from different angles. This permits to
recover the data on the profundity coming about 3D im-
ages with better subtle elements. In CT scan, Hounsfield
Unit (HU) is proportional to the degree of x-ray attenu-
ation and it is allocated to each pixel to show the image
that represents the density of the tissue.

To evaluate the extension of the metastatic disease,
CT is one of the most used modalities which gives
the sites of lesion present and corresponding estimate,
shape, and thickness information.

Figure 1 shows a 55 years old patient’s liver metas-
tases from metastatic melanoma (Ozaki et al. (2017))
which shows early pseudo-progression during treat-
ment.

Figure 1: a) Liver metastases before the start of treatment (target le-
sion: 31 mm), b) CT at the 3-month assessment (target lesion: 63
mm), c) CT at the 5-month assessment (target lesion: 31 mm), associ-
ated with a change of the density, & d) CT at the 8-month assessment
(target lesion: 20 mm)

1.3. Survival Analysis
In numerous cancer studies, the most outcome as-

sessed is the estimation of the life expectancy of a spe-
cific study populace. It is also known as the ‘Time to an
Event of interest’ analysis. This is often called survival
time or event time. The objective is to estimate the time
for an individual or a group of individuals to experience
an event of interest. However, censorship is common,
which implies that incomplete data is accessible on the
survival time of some individuals. Censorship is a key
feature that distinguishes survival analysis from other
areas of statistics (Leung et al., 1997).

In addition, survival data are rarely distributed nor-
mally, but are biased and generally include many early
events and relatively few late events. It is these char-
acteristics of the data that make special methods called
survival analysis necessary (Clark et al., 2003).

In figure 2, according to Melanoma Research Al-
liance, we can see that the survival rate of metastatic
melanoma is really low compared to early stages of
melanoma.

Figure 2: Survival rate of metastatic melanoma. (2020)

So, within the case of metastatic melanoma, survival
analysis is significant which includes the modeling of
time to event data.

Survival analysis endeavors to answer questions such
as: what is the proportion of a populace that will survive
past a certain time? Of those that survive, at what rate
will they pass on or fail? Can different causes of passing
or failure be taken into consideration? How do specific
circumstances or characteristics increment or diminish
the probability of survival?

To address the above-specified questions, there are
researches where the baseline strategies incorporate the
use of deep features, radiomic features, the combination
of both features applying machine learning algorithms
(e.g. Haarburger et al. (2018)). Where machine learning
has seen progressions in numerous divisions like indus-
try, scholarly, and extraordinarily medical domain.

1.4. Our Baseline
In our work, we aim to predict survival time in terms

of 1-year survival. Where short survival incorporates
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Figure 3: Baseline overview

the patients who survived less than 1 year and the pa-
tients who survived more than 1 year have a place to
long survive. Indeed in spite of the fact that there is re-
search for survival analysis utilizing machine learning
but to our best knowledge, there’s a really small work
where deep learning has been addressed to anticipate
the survival time within the shape of binary classifica-
tion without using any radiomic feature.

For classification tasks, deep learning is getting to be
a powerful tool for CAD frameworks day by day. In-
creased number of images, classification, and regression
models in medical image analysis make deep learning
amazingly prevalent. Deep learning is a course of ma-
chine learning algorithms propelled by the structure of a
human brain. Deep learning algorithms utilize complex
multi-layered neural networks, where the level of delib-
eration increments slowly by non-linear transformations
of input data.

The main objective of our study is accomplished
through three different baselines which are as follows:

i Survival time prediction as a binary classification
in terms of 1-year survival using CT data as input

ii Survival time prediction based on multi-organ le-
sion segmentation

iii Survival time prediction in terms of 1-year survival
using aggregated deep segmentation feature map
as additional input channel to CT data

The remaining segment of this paper is organized as
follows:

Section 2 is dedicated to the state of the art articles fo-
cusing on classification, segmentation, and classifica-
tion using segmentation feature maps aggregation. Sec-
tion 3 presents the data set and the description of the
methodologies used. The key outcomes of different ex-
periments are presented in section 4. Section 5 explains
the discussion based on our investigation alongside the
challenges and future work. And the work is concluded
in section 6.

2. State of the art

Computer-aided diagnosis (CADx) / computer-aided
detection (CADe) is rapidly entering the mainstream of
medical imaging and diagnostic radiology. The main
goal of CAD systems is to assist radiologists in image
interpretations to identify abnormal signs at an earliest.
The computer outputs serve as a second opinion to the
radiologists to make a final decision. A CAD system
may incorporate steps like image processing, image fea-
ture analysis, segmentation and data classification. To
perform these tasks, deep learning has become an active
area. In spite of being an active area, to our best knowl-
edge, for survival time prediction not many researches
have been conducted where the prediction is made as
binary classification solely using deep learning without
taking into consideration of any radiomics features or
machine learning classifiers. So we have got inspiration
from other close relevant state of the art methods.

This literature review is organized in three different
sections which are responsible for classification task,
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multi-organ lesion segmentation and classification us-
ing the aggregation of deep segmented feature maps.

2.1. Classification

Burgh et al. (2016) performed deep learning based
prediction of survival on MRI in amyotrophic lateral
sclerosis. Where 135 patients were classified into three
survival duration subgroups. Total of four deep learn-
ing networks have been experimented in which clini-
cal and imaging data are combined using layered deep
learning. Their study concerns only one organ which
is brain so their approach of adding brain morphology
as input based on the cortical thickness and sub-cortical
volume measurements is coherent. In our case, our CT
data comes from different parts of the body and the mor-
phology of different organs are not comparable.

Nie et al. (2019) performed multi-channel 3D deep
feature learning for survival time prediction of brain
tumor patients using multi-modal neuroimages for 68
patients. Here, their baseline consists of two parts, 1)
3D CNN-based deep learning to conduct feature learn-
ing, and 2) a SVM for final prediction (long or short
OS). Their 3D CNN architecture is implemented by the
widely used deep learning framework Caffe, to extract
features from multi-modal brain images and their multi-
channel metric maps in a supervised manner. These fea-
tures are expected to classify individual image patches
according to the survival of the patient. Then, the high-
level features of all patches of the patient, as well as the
important limited demographic and tumor-related fea-
tures, are integrated to train the SVM classifier for the
survival time prediction of the patients.

Han et al. (2019) studied 178 patients with High-
Grade Gliomas for the prediction of survival. In their
study, the interesting section is the deep feature extrac-
tion not from the whole input rather from the lesion re-
gions only. Later, they combined the deep features with
radiomics features.

Alexander et al. (2019) performed deep survival re-
gression for metastatic colorectal cancer on three dif-
ferent CT datasets. They carried out two experiments.
One of them is Cox regression and another one is deep
survival regression. For the deep survival regression,
they used a deep convolutional neural network based on
ResNet.

Jiang et al. (2019) proposed breast cancer histopatho-
logical image classification using convolutional neu-
ral network with small SE-ResNet module. They pro-
posed a novel CNN architecture for the classification
of breast cancer histopathology images using the small
SE-ResNet module.

Chen et al. (2019b) developed and validated a prog-
nostic nomogram for recurrence-free survival after com-
plete surgical resection of local primary gastrointesti-
nal stromal tumors based on deep learning. In their
study, a ResNet model was developed based on contrast-

enhanced computed tomography (CE-CT) in a train-
ing cohort consisted of 80 patients. The patients were
pathologically diagnosed with gastrointestinal sromal
tumors (GISTs) and validated in internal and external
validation cohort respectively.

2.2. Segmentation
This section is dedicated to the literature review for

the segmentation of lesion coming from different organs
of the body.

In both BraTS 2017 and 2018, besides the segmen-
tation of tumor sub-structure another goal was to pre-
dict overall survival. For the task of patient overall sur-
vival (OS) prediction, once the participants produced
their segmentation labels in the pre-operative scans,
they were called to use these labels in combination with
the provided mpMRI data to extract imaging/radiomic
features. The features which were considered as ap-
propriate, those were asked to analyze through machine
learning algorithms, to predict patient overall survival.

Figure 4: Illustrative pipeline example for predicting patient overall
survival (Bakas et al., 2018)

Isensee et al. (2018) conducted brain tumor Segmen-
tation and radiomics survival prediction as a contribu-
tion to the BRATS 2017 challenge. Their work was in-
spired by the U-Net architecture. They designed the net-
work to process large 3D input blocks of 128x128x128
voxels. Just like the original U-Net, their architecture
comprises a context aggregation pathway that encodes
increasingly abstract representations of the input as they
progress deeper into the network. And that is followed
by a localization pathway which recombines these rep-
resentations with shallower features to precisely local-
ize the structures of interest.

Myronenko (2018) experimented 3D MRI brain tu-
mor segmentation using auto encoder regularization. In
his approach, a larger encoder part is in charge of the
image features extraction using the ResNet (He et al.
(2016)) blocks with normalization and ReLu as activa-
tion function. The decoder was dedicated to reconstruct
the segmentation mask having a single block per spatial
level.

Skourt et al. (2018) performed lung CT image seg-
mentation using U-net architecture which performed re-
ally well which inspired them to apply for lung nodule
segmentation as well.
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In the work of Adoui et al. (2019), they studied
two different fully CNN encoder–decoder type architec-
tures, namely U-Net and SegNet to perform breast tu-
mor segmentation. 86 volumes of DCE-MRI data were
used. According to the radiologist, the predicted seg-
mentation using U-Net showed better accuracy than the
segmentation done by humans in some cases. However,
SegNet’s qualitative results were not very close to the
ground truth.

Hosseinzadeh et al. (2019) proved that adding prob-
abilistic zonal prior can be helpful for automatic de-
tection of clinically significant prostate cancer (csPCa)
in bi-parametric magnetic resonance imaging (bpMRI).
In their work, using a 3D-UNet prostate probabilistic
and deterministic zonal segmentations were generated
which were later fed into a 2D-UNet as additional input
channel which worked as weight map.

Ben-Cohen et al. (2016) studied liver segmentation
and detection of liver metastases in CT using automated
fully convolutional network. Their approach of using
FCN with data augmentation, addition of neighbour
slices, and appropriate class weights provided the best
results compared to other state of the art sparse dictio-
nary classification techniques and patch based CNN.

2.3. Aggregation of Deep Segmentation Features Maps

Saha et al. (2020) performed weakly supervised
3D classification of chest CT using aggregated multi-
resolution deep segmentation feature maps. In their
work, they used dual-stage convolutional neural net-
work (CNN) to perform organ segmentation and binary
classification of four representative diseases in lungs.
For the final classification using 3D-ResNet, they added
the aggregated deep segmentation feature maps as an
additional input channel to the CT data. Their study
concluded that adding segmentation feature maps as ad-
ditional input channel improved their overall classifica-
tion performance.

Wong et al. (2018) showed that segmentation net-
work is helpful to build medical classifier even with a
very limited amount of data. In their work, they con-
cluded that by using a segmentation network pre-trained
on similar data as the classification task, the machine
can first learn the simpler shape and structural concepts
before tackling the actual classification problem which
usually involves more complicated concepts resulting
better performance.

2.4. Ideas Implemented

From the above specified state of the art methods, one
point to note down from the study of Dong et al. (2019),
Han. et al (2019) and some other studies is the use of
3D small patches containing lesion regions rather than
using the complete volume. Because the total volume
does not contain similarly valuable data just like the le-
sion regions besides the issue of computational cost and

not being viable as well. So, in our classification task
for survival prediction, 3D CT patches containing lesion
regions are used. And as classification network, ResNet
is used as a reference of Alexander et al. (2019), Jiang
et al. (2019) and Chen et al. (2019b) whose basic net-
work was ResNet.

Studies like Bakas et al. (2018), Isensee et al. (2018)
and Saha et al. (2020), it is clear that classification can
take assistance of segmentation. So in our work apart
from classification we focus on segmenting lesion as
well which lesions come from different parts of the
body. And as segmentation network, U-Net is used
as other studies like Skourt et al. (2018), Adoui et al.
(2019), Hosseinzadeh et al. (2019), Ben-Cohen et al.
(2016) did for their segmentation cases. Besides, a FCN
is studied as well.

Another interesting point of the literature review is
the success of using segmentation features to guide clas-
sification studied by Saha et al. (2020), Wong et al.
(2018) and also Figure 4 shows. In our research, once
we get our best segmentation model, features are ex-
tracted from that to feed in the classification model as
additional channel to CT input.

3. Material and Methods

3.1. Material
Our dataset contains CT scans of 71 patients with

metastatic melanoma who has lived either more than
a year or less than a year and this time is counted
based on time between two follow ups. Their ages
range from 27 to 89 years. These patients were stud-
ied in Universite Clermont Auvergne Hospital. They
were treated with anti PD1 immunotherapy (nivoluma-
bor/pembrolizumab). The size of each CT scan is 512 x
512 x S, where S represents a varying number of slices.
The pixel spacing between slices is X x Y x 2 mm3,
where X and Y represent a varying number less than 1.

To identify metastases, images from the last CT scan
before immunotherapy were visually assessed by radi-
ologists. And each lesion was manually segmented by
two radiologists with 4 and 8 years experience which
resulted for each lesion in one volumic (3D) mask for
the whole lesion and one 2D mask which is the slice
containing the largest lesion. The number of lesions per
patient varies from 1 to 11. And these lesions are mostly
from abdomen and some from brain, neck and thorax.

Figure 5 shows the axial, coronal, and sagittal view
of a patient data with metastatic melanoma.

3.2. Data Pre-processing
The format of raw CT data is converted from DICOM

to NIFTI format which is a very simple to use and min-
imalistic data format. Based on experimental outcomes,
different pre-processing techniques have been applied
which are mentioned in separate sections as per experi-
ment.
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Figure 5: a) Axial, b) Coronal, & c) Sagittal view of a patient data

3.2.1. Pre-processing 1
As the pixel spacing between slices of each full CT

volume is not constant so data resampling is performed
using B-spline interpolation to voxels of size 1 x 1 x 1
mm3. And these resampled CT datas are next normal-
ized.

3.2.2. Pre-processing 2
From the full volume CT, 3D patches of size 128

x 128 x S are extracted which contain lesion regions.
Here, S is a varying number as each lesion contains dif-
ferent number of slices. The process of 3D patch ex-
traction is summarized in algorithm 1. And, the pixel
spacing between slices is resampled to 1 x 1 x 1 mm3

and normalization is performed.
Algorithm 1 summarizes the steps followed to extract

128 x 128 x S sized single patch from a full volume CT.
The size of the full CT scan and 3D mask of it’s each le-
sion is 512 x 512 x S. Across all the slices of that mask
it is checked where the lesion (binary object) is present.
Only those slices are taken into consideration. Among
those slices, the slice containing largest lesion area is
identified. The centroid of that particular mask slice is

computed. From that centroid, a patch is cropped down
from full CT of height and width of 128 ( 2 x 64 ) and
number of slices depends on in how many slices the le-
sion is present.

As each patient has multiple lesions, so following the
above mentioned algorithm in a loop, for each lesion in-
dividual 3D patch is extracted. As an example, If patient
1 has 5 different lesions (1 full volume CT but 5 differ-
ent 3D masks of same size), it indicates that we have 5
different 3D CT patches for that particular patient.

3.2.3. Pre-processing 3
The default intensity values of the most of original

CTs are in range of [-3024, 3071] HU. This intensity
range is clipped to [-1000, 800] HU following a linear
transformation which ensures a well covered spectrum
of CT intensity values over CTs within the dataset. Few
CTs specially covering the neck and thorax are in range
of [-1024, 3071] HU and the CTs of brain are in range
of [-3024, 2218] HU. These CTs are clipped to have an
intensity in range of [-600, 800] HU. And these CTs are
normalized as usual to ensure spatial uniformity.

Figure 6: Intensity Clipping Effect

Figure 6 shows the effect of intensity clipping of a CT
scan from [-3024, 3071] HU to [-1000, 800] HU.

input : 1 Full volume CT and Corresponding 1 3D mask containing single lesion (512 ×512×S)
output: 1 3D CT Patch (128 ×128×S) containing lesion

1 Finding the total number of slices
2 Finding binary object:
3 for i← 1 to NumberO f S lices do
4 ObjectArea = bwarea ( mask );
5 if ObjectArea > 0 then
6 Save the lesion areas per slice;
7 end
8 end
9 Finding the maximum area among the saved lesion areas/slice

10 Identifying the centroid of the largest binary object
11 measurements = regionprops ( LargestBlob, ‘Centroid’ );
12 centroids = [ measurements.Centroid ];
13 Fetching x and y coordinates from the Centroid
14 Creating a cuboid object by setting Xlimits, Ylimts & Zlimits (First & Last slices containing lesion)
15 cuboid = images.spatialref.Cuboid ( [ (x-64) (x+64) ], [ (y-64) (y+64) ], [ S1 S2 ] );
16 Cropping and saving the cubiod from full CT

Algorithm 1: 3D CT patch extraction
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After performing intensity clipping and normaliza-
tion, 3D patches of size 96 x 96 x S are extracted fol-
lowing the same algorithm mentioned in algorithm 1.

Figure 7: Samples of extracted 3D CT patches

Figure 7 shows some of the 3D patches which are
extracted using algorithm 1 mentioned earlier.

3.3. Methods Overview

3.3.1. Baseline 1 (Survival Time Prediction as a Binary
Classification in terms of 1-year Survival using
CT Data as Input)

In this baseline, survival time is anticipated through
four different experiments which are explained below.

i Using Full CT Volumes

ii Using 3D CT Patches of size 128 x 128 x S around
the lesions

iii Using Contrast Enhanced 3D CT Patches of size
128 x 128 x S around the lesions

iv Using Contrast Enhanced 3D CT Patches of size
96 x 96 x S around the lesions

3.3.1.1 Using Full CT Volumes

Data:
Pre-processing 1 mentioned in subsection 3.2.1 is

used in this experiment which contains normalized and
resampled full volume CTs of 71 patients.

As the volume of each CT is not constant, therefore
to provide a constant volume at the network input, 20
random patches of size 112 x 96 x 96 (z, x, y) are taken
from each full volume CT. Among 71 patients, we train
on 80% of the data and test on the rest.

And as an increase in data, horizontal flip, vertical
flip and random rotation of 45 degrees are applied in
the training data.

Network Architecture:
The 3D CNN used in this experiment is based on a

flexible Resnet architecture (He et al. (2015a)) using
residual units proposed in the work of He et al. (2016).
Figure 9 is an illustration of the proposed network ar-
chitecture.

In the initial step, a 3D convolution is performed on
the input data. Later in three different resolution scales,
features are learned. In each resolution, 2 R-blocks
(residual units) are used being inspired by the proposed

Figure 8: Residual Unit (R-Block), (He et al., 2016)

residual unit of (He et al., 2016). Figure 8 shows that
proposed residual unit.

Keeping similarity with their proposed residual unit,
each R-block (residual unit) used in our study consists
of the following:

• Batch normalization:

It is a mechanism that aims to stabilize the distri-
bution of inputs to a given network layer during
training. This is achieved by augmenting the net-
work with additional layers that set the first two
moments (mean and variance) of the distribution
of each activation to be zero and one respectively.
Then, the batch normalized inputs are also typi-
cally scaled and shifted based on trainable param-
eters to preserve model expressivity. This normal-
ization is applied before the non-linearity of the
previous layer (Santurkar et al., 2018).

• Activation:

General rectified linear unit (ReLU) expedites con-
vergence of the training procedure and leads to bet-
ter solutions than conventional sigmoid like units
(Nair and Hinton (2010), Maas et al. (2013)).

Whereas parametric rectified linear Unit (PReLU)
generalizes the traditional rectified unit. PReLU
improves model fitting with nearly zero extra com-
putational cost (He et al., 2015b).

f (x) =


yi, if yi > 0
aiyi, , if yi ≤ 0

Here yi is the input of the nonlinear activation f on
the ith channel, and ai is a coefficient controlling
the slope of the negative part. The subscript i in
ai indicates that we allow the nonlinear activation
to vary on different channels. When ai = 0, it be-
comes ReLU; when ai is a learnable parameter, we
refer to the above mentioned equation as Paramet-
ric ReLU (PReLU).
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Figure 10: ReLU Vs. PReLU. For PReLU, the coefficient of the neg-
ative part is not constant and is adaptively learned ((He et al., 2015b)

Figure 10 shows the shapes of ReLU and PReLU.
If ai is a small and fixed value, PReLU becomes
the Leaky ReLU (LReLU) (Maas et al. (2013)) (ai

= 0.01). The motivation behind using LReLU is
to avoid zero gradients. In our study, as activation
function LReLU is used.

• 3D Convolution:
To extract spatial features on three dimensions, 3D
convolution is performed. Due to computational
expense and large number of trainable parameters,
3D kernels are not used rather 3 x 3 x 3 kernels
are used which contain fewer weights and easier to
convolve.

To preserve the time complexity of each layer / res-
olution, the size of the feature maps is halved by using
3D max pooling and the number of filters is doubled.

The total number of features at the last R-block of
third resolution scale is 14 x 12 x 12 x 128. These
features are later passed through a batch normalization
layer along with Leaky ReLU activation function
following a global average pooling layer. Lastly, a
softmax activation is used for the final prediction of
survival time.

Training:
20 random patches of size 112 x 96 x 96 (z, x, y) from

each full volume CT training data are taken to train. As
an adaptive learning rate optimization algorithm, adam
optimizer is used which uses the squared gradients to
scale the learning rate like RMSprop and it takes ad-
vantage of momentum by using moving average of the
gradient instead of gradient itself like SGD with mo-
mentum. Sparse balanced cross entropy loss is used as
a loss function because our data set is unbalanced. De-
pending on the frequency of the two classes available
within the training and validation data, the weight is cal-
culated accordingly to calculate the loss.

Batch size used to update weight is 4. To initialize
weight, uniform transformation is used. The training
is performed for 50,000 iterations using cyclic learning
rate where the rate is in range of [0.00001, 0.00025].

The survival time prediction of each patient is com-
puted by the majority voting of the predictions of all the
random patches of that particular individual full volume
CT.

3.3.1.2 Using 3D CT Patches of size 128 x 128 x S
around the lesions

Data:
This experiment follows the pre-processing 2 men-

tioned in subsection 3.2.2. Here, instead of using sev-
eral random patches from full volume CT like the previ-
ous experiment, 3D patches are extracted from each full
volume CT according to the region of the lesions. This
gave rise to 460 3D patches of size 128 x 128 x S for a
total of 71 patients. Here, S is a varying number which
represents the number of slices.

While training, to provide fixed size input to the net-
work, 100 random patches of size 2 x 96 x 96 (z, x, y)

Figure 9: Baseline ResNet Architecture with 2 R-blocks in each resolution
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are used from each extracted 3D CT patch of size 128 x
128 x S. The reason behind choosing only 2 slices along
z is that the 3D patches contain slices between 2 and 45
slices. A few 3D patches contain only a single slice
which have been removed from the data because they
are single sliced while other 3D patches are volumic.

To increase the data, such as horizontal flip, vertical
flip and random rotation of 45 degrees are used for train-
ing.

Figure 11: Patch Extraction Order

Figure 11 represents the patch extraction order from
a single patient data. Here, 3D CT patches of size 128
x 128 x S are extracted following algorithm 1. Later,
during training, from each physical cropped patch of
size 128 x 128 x S, 100 random patches of size 2 x 96 x
96 (z, x, y) are used as network input.

Network Architecture:
The same ResNet architecture mentioned above is

used for this experiment. Where a 3D convolution
is initially applied in the input of shape 2 x 96 x 96
(z, x, y). Mode of padding used for convolution is
same. And the features are learned in three different
resolutions where each resolution scale contains 2
R-blocks (residual units). After the last R-block of third
resolution, there are 1 x 12 x 12 x 128 features. Which
are passed through a batch normalization layer and
Leaky ReLU activation followed by a global average
pooling layer. And the final survival time prediction
comes from a softmax activation.

Training:
Similar training steps are followed for this experi-

ment where 100 random patches of size 2 x 96 x 96
(z, x, y) are taken as fixed size input from 128 x 128 x
S sized physical extracted 3D patches. Adam is used
as an optimizer. Sparse balanced cross entropy as a
loss function and weight initialization by uniform trans-
formation. The training is performed for 50,000 iter-
ations using cyclic learning rate in range of [0.00001,
0.00025].

The survival time prediction of each patient is
computed by the majority voting of the predictions of
all the corresponding 3D patches of size 128 x 128 x S.
And the prediction of each 128 x 128 x S sized 3D CT
patch comes from the majority voting of the predictions
of the random patches of size 2 x 96 x 96 (z, x, y). This
process can be easily understood from figure 11.

3.3.1.3 Using Contrast Enhanced 3D CT Patches of
size 128 x 128 x S around the lesions

This experiment follows exactly the same network ar-
chitecture and training steps as the previous experiment
mentioned in subsection 3.3.1.2. Except this time, the
extracted 3D CT patches of size 128 x 128 x S are en-
hanced in contrast using the intensity clipping method
mentioned in pre-processing 3 (subsection 3.2.3).

The purpose of this experiment is to observe if there
is any change in performance due to contrast enhance-
ment.

3.3.1.4 Using Contrast Enhanced 3D CT Patches of
size 96 x 96 x S around the lesions

Data:
Data used in this experiment follow pre-processing 3

mentioned in subsection 3.2.3. Each 3D patch is 96 x 96
x S in size which is smaller than previous experiments
where the size of the extracted patches was larger. The
reason behind this is discussed in the discussion section.
As before, S is a variable number because each lesion
contains a different number of slices.

To provide constant size input to the network, the
variable slice numbers are padded to be a constant num-
ber using reflection mode of padding, which is 32 slices.
After padding, each input size of the network becomes
32 x 96 x 96 (z, x, y).

As an increase in data, horizontal flip, vertical flip
and random 45 degrees rotation are applied.

Network Architecture:
This experiment also follows similar ResNet ar-

chitecture illustrated in figure 9. The input size of
32 x 96 x 96 (z, x, y) is initially passed through a
3D convolution and in three different resolutions, the
features are learned. Here, at the end of the last R-block
of the third resolution, the number of features is 4 x
12 x 12 x 128. These features are also transmitted
through a batch normalization layer, activation Leaky
ReLU following the global average pooling layer. And
as before, a softmax activation is applied for the final
prediction of the survival time.

Training:
Normalized, padded and contrast enhanced 3D

patches of size 32 x 96 x 96 (z, x, y) are used for train-
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ing. As an optimizer, adam is used. The loss of cross
entropy function is used and the batch size used is 4. As
before, training is performed for 50,000 iterations where
the cyclic learning rate in the range [0.00001, 0.00025]
is used. And the prediction of the survival time for each
patient is based on the majority vote of the associated
3D patches which contain lesions for that particular pa-
tient.

3.3.2. Baseline 2 (Survival Time Prediction based on
Multi-Organ Lesion Segmentation)

The motivation behind this experiment is to predict
survival time based on newly extracted 3D CT patches
which are extracted using our segmentation predicted
masks and to compare the prediction outcome with the
original 3D patches which are extracted using ground
truth masks.

This experiment is divided into two main sections.
The first section comprises the segmentation of lesions
and in the second section new 3D CT patches are ex-
tracted based on our segmentation prediction masks on
which survival is predicted.

3.3.2.1 Lesion Segmentation using modified U-Net

Data:
The data used in this experiment follow the pre-

processing 3 mentioned in the subsection 3.2.3. Among
the previous four experiments of baseline 1 mentioned
above (prediction of survival time without any segmen-
tation), the experiment using data of pre-processing 3
(subsection 3.3.1.4) performs better. This is why in this

experiment, similar data will be used to compare perfor-
mance using segmentation.

Pre-processed 3D patches are 96 x 96 x S in size. To
provide constant size input to the network, the variable
slice numbers are padded to be a constant number which
is 32. After padding, each input size of the network is
32 x 96 x 96 (z, x, y).

As data augmentation, horizontal flip, vertical flip
and random rotation of 45 degrees are applied.

Network Architecture:
In regular U-Net, there are a large number of feature

channels in the up-sampling part, which allow the net-
work to propagate context information to higher reso-
lution layers. As a consequence, the expansive path
is more or less symmetric to the contracting part, and
yields a u-shaped architecture.

Figure 12 illustrates the U-Net architecture used in
this study. This network is based on a flexible U-NET
architecture (Ronneberger et al. (2015)) using residual
units (He et al. (2016)) as feature extractors. Here
too, the features are treated in three different resolu-
tions where each resolution scale contains 2 R-blocks.
Which basically sums up, each encoder and decoder
unit contains 2 R-blocks where each R-block contains
batch normalization, Leaky ReLU activation function
and 3D convolution.

After sequential up-sampling and concatenation,
the size of the features of the last R-block of the last
decoder is 32 x 96 x 96 x 16. At the end, another 3D
convolution is performed and for the final prediction of

Figure 12: Baseline U-Net Architecture with 2 R-blocks in each resolution
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the survival time, a softmax activation is used.

Training:
Normalized, contrast enhanced and padded data of

size 32 x 96 x 96 is used for training. As optimizer,
adam is used, which combines the best properties of the
AdaGrad and RMSProp algorithms to provide an opti-
mization algorithm that can manage sparse gradients on
noisy problems. Considering different loss functions,
two different experiments have been performed to com-
pare the performance. One experiment uses the dice
loss only as a loss function which calculates the aver-
age similarity of the class dice and another is the loss of
dice with a loss of cross entropy. The batch size used
to update the weight is 4. A uniform transformation is
used to initialize the weight. Training is performed for
50,000 iterations using a cyclic learning rate where the
rate is in the range of [0.00001, 0.00025]. This is how
we perform lesions segmentation using modified UNet
architecture.

3.3.2.2 Lesion Segmentation using FCN

Data:
Similar data (Normalized, contrast enhanced and

padded of size 32 x 96 x 96) is used for lesion segmen-
tation.

Network Architecture:
Figure 13 illustrates the image segmentation network

used in this experiment. This network is based on a
FCN architecture (Long et al., 2015) using residual
units (He et al. (2016)) as feature extractors. Features
are learned through three different resolutions where
each resolution contains 2 R-blocks. At the end of

the last R-block of the third resolution, number of
features are 4 x 12 x 12 x 128. These features are
up-sampled and added with the features learned in other
resolutions which are passed through a 3D convolution
and batch normalization layer. After third up-sampling,
the available features are then transmitted through a
3D convolution and the final prediction comes from a
softmax activation.

Training:
Similar training parameters like U-Net are performed

but using the FCN network mentioned above.

Once the best segmentation network is identified, us-
ing the predicted masks, new 3D CT patches are ex-
tracted. Then, these new 3D CT patches are used to pre-
dict survival using the best classification model coming
from baseline 1 (subsection 3.3.1). Figure 14 is a repre-
sentation of the baseline.

Figure 14: Baseline 2

Figure 13: FCN Architecture with Identity Mapping and 2 R-blocks in each resolution
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3.3.3. Baseline 3 (Survival Time Prediction in terms of
1-year Survival using Aggregated Deep Segmen-
tation Feature Map as additional input channel
to CT data)

In this experiment, survival time is predicted using
similar ResNet architecture mentioned in figure 9.
Here, as an additional input channel to the CT data,
segmentation features extracted from the third reso-
lution of the U-Net decoder block (last decoder) are
used. These extracted segmentation feature maps are
considered as an additional input channel for the CT
data.

Data:
The data following pre-processing 3 mentioned in

subsection 3.2.3 are used for this experiment. Each nor-
malized and contrast enhanced 96 x 96 x S sized data
are padded to be constant size of 32 x 96 x 96 (z, x, y).

As data augmentation, horizontal flip, vertical flip
and random 45 degrees rotation are applied.

Network Architecture:
For this experiment, two different networks are used

which is shown in figure 15. The first network is the U-
Net network from where segmentation feature maps are
extracted from the last decoder unit. Where the number
of features is 32 x 96 x 96 x 16 which means the total
number of feature maps is 16 and the size of these each
feature map is 32 x 96 x 96 which is similar to the input

CT size. As these feature maps will be used as addi-
tional input channel for CT so it is required to have the
feature maps having same size of input CT.

Figure 16 shows an example case where the input and
corresponding 16 segmentation feature maps are shown.

Figure 16: a) Input 3D CT Patch, & b)Segmentation Feature Maps

All these feature maps are passed on to the feature
aggregator, which combines them to a single fused vol-
ume. Here, as feature aggregation, two different tech-
niques are followed which are the following.

1. Static Feature Aggregation
In this feature aggregation technique, in each fea-
ture map equal weight is applied, thereby numer-

Figure 15: Dual Stage 3D CNN architecture with aggregated deep segmentation feature map as additional input channel
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ically averaging all feature maps along equivalent
voxels.

2. Dynamic Feature Aggregation
In the case of dynamic aggregation, instead of av-
eraging the feature maps all 16 feature maps are
passed through a 1 x 1 3D convolutional layer. For
this reason, the weight of each feature map is no
longer averaged, but the weight is now learnable.

After aggregating the feature maps, this results in
a single volume which is then concatenated with the
input CT as an additional input channel. This input
combined with 2 channels is next injected to a ResNet
network (figure 9) for the survival time prediction.

Training:
Normalized, contrast enhanced and padded data of

size 32 x 96 x 96 are trained for 50,000 iterations using
adam optimizer with cyclic learning rate where Leaky
Relu is used as activation function with sparse balanced
cross entropy loss. Batch size used is 4. And the sur-
vival is predicted by the majority vote of 3D patches.

4. Results

In this section, the performances of the survival time
prediction are presented in three separate sections ac-
cording to the baselines. Experiments which are based
on 3D CT patches (containing regions of lesions), their
predictions are presented in two categories. One pre-
diction is based on the lesions (prediction for each 3D
patch). Another prediction is for each patient which
comes from the majority vote of the 3D patch predic-
tions.

Figure 17 illustrates lesion-wise vs. patient-wise sur-
vival time prediction.

Figure 17: Lesion-wise Vs Patient-wise Prediction

4.1. Baseline 1 (Survival Time Prediction as a Binary
Classification in terms of 1-year Survival using CT
Data as Input)

This sub-section highlights the performances of base-
line 1 survival time predictions. Here, the survival time

prediction performances of four different experiments
of baseline 1 are presented separately.

4.1.1. Using Full CT Volumes
As mentioned in sub-section 3.3.1.1, in this experi-

ment 20 random patches of size 112 x 96 x 96 (z, x,
y) are taken from each full volume CT as fixed size in-
put. Table 1 shows the performance of survival time
prediction in terms of accuracy, sensitivity and speci-
ficity. Here, the performance is assessed on 20 % of the
data (test data) out of 71 available patients.

Table 1: Survival Time Prediction from Full CT Volumes

Accuracy Sensitivity Specificity

0.8000 1.0000 0.2500

4.1.2. Using 3D CT Patches of size 128 x 128 x S
around the lesions

In this experiment, 100 random 3D patches of size 2
x 96 x 96 (z, x, y) are taken from each physical 3D patch
of size 128 x 128 x S (contains lesion). Table 2 is the
representation of the performance of predicting survival
time per lesion and per patient. Here as well, survival is
assessed on 20 % test data.

Table 2: Survival Time Prediction Using 3D CT Patches of size 128 x
128 x S around the lesions

Prediction Accuracy Sensitivity Specificity

Lesion-wise 0.7078 0.7576 0.5652
Patient-wise 0.7894 0.8667 0.5000

4.1.3. Using Contrast Enhanced 3D CT Patches of size
128 x 128 x S around the lesions

Also in this experiment, 100 random 3D patches of
size 2 x 96 x 96 (z, x, y) are taken from each physi-
cal 3D patch of size 128 x 128 x S (contains lesions)
but this time the patches are contrast enhanced. Table 3
represents the performance of predicting survival time
per lesion and per patient on 20% test data.

Table 3: Survival Time Prediction Using Contrast Enhanced 3D CT
Patches of size 128 x 128 x S around the lesions

Prediction Accuracy Sensitivity Specificity

Lesion-wise 0.7283 0.8030 0.5384
Patient-wise 0.7894 0.8667 0.5000

4.1.4. Using Contrast Enhanced 3D CT Patches of size
96 x 96 x S around the lesions

Here, 3D patches of size 32 x 96 x 96 (mentioned in
3.3.1.4, contain lesion regions) are used which are nor-
malized like the other experiments but further improved
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by contrast and is padded to have a similar spatial size
for all inputs. Table 5 summarizes the performance of
predicting survival time on 20% test data among 71 pa-
tients.

Table 5: Survival Time Prediction Using Contrast Enhanced 3D CT
Patches of size 96 x 96 x S around the lesions

Prediction Accuracy Sensitivity Specificity

Lesion-wise 0.8512 0.8788 0.7333
Patient-wise 0.8422 0.9333 0.5000

Table 4 is a summary of the prediction of survival
time per patient of the four experiments belonging to
baseline 1 where only CT data is used as input.

4.1.5. Average Performance of the Best Performing Ex-
periment of Baseline 1

Table 4 clearly indicates that the experiment using
contrast enhanced 3D patches of size 96 x 96 x S around
the lesions performs the best.

This best performing experiment of this baseline is
further tested in another two new data folds (Each fold
contains 80 % data for training and 20 % data for predic-
tion). Table 6 shows the average performance of three
different folds.

Table 6: Survival Time Prediction Using Contrast Enhanced 3D CT
Patches of size 96 x 96 x S around the lesions (Average performance
of 3 different folds)

Prediction Accuracy Sensitivity Specificity

Patient-wise 0.8771 0.9333 0.6667

4.2. Baseline 2 (Survival Time Prediction based on
Multi-Organ Lesion Segmentation)

This area highlights the survival time prediction on
the new 3D CT patches which are extracted using our
best segmentation model predicted masks.

Data which performed the best in previous baseline
(Fold 1 data used in the 4th experiment of table 4) is
used here to see if newly extracted 3D CT patches
can perform similar to the previous 3D CT patches
being extracted using ground truth masks. The
performances of both segmentation and survival time

prediction based on our segmentation are shown below.

4.2.1. Lesion Segmentation Performance
Lesions coming from different organs like brain,

neck, thorax and abdomen are segmented by three dif-
ferent experiments. To observe the segmentation perfor-
mance, the dice score is used which is shown below.

Here, the performance is assessed on 20% test data
among 71 patients which contains 81 3D CT patches of
size 32 x 96 x 96 (z, x, y).

Table 7: Lesion Segmentation Performance (CE: Cross Entropy)

Network Loss Function Avg Dice

Modified UNet Dice Loss 0.7989
Modified UNet Dice Loss + CE Loss 0.8262
FCN Dice Loss + CE Loss 0.7761

Figure 18 represents a histogram of the dice scores of
test 3D CT patches using the best segmentation model
presented in table 7 (UNet with loss of dice and loss of
cross entropy).

4.2.2. Survival Time Prediction based on New 3D CT
Patches being extracted using our Segmentation
Predicted Masks

Here, survival time is predicted using the best classi-
fication model from Table 4 (Using Contrast Enhanced
3D Patch of 96 x 96 x S around the lesion). And for
prediction, the newly extracted 3D CT patches are used
which are extracted using our predicted masks of the
best segmentation model from Table 7 (modified UNet
with loss of dice and loss of cross entropy).

Table 8: Survival Time Prediction based on New 3D CT Patches being
extracted using our Segmentation Predicted Masks

Prediction Accuracy Sensitivity Specificity

Patient-wise 0.8422 0.9333 0.5000

Table 8 shows that the prediction of survival time
from new 3D patches predicted by our segmentation
predicted masks is similar to the prediction on previ-
ous 3D CT patches being extracted using ground truth
masks. The reason behind this similarity is discussed in
the discussion section.

Table 4: Survival Time Prediction (Patient-wise) of Baseline 1

Approaches Accuracy Sensitivity Specificity

Using Full CT Volumes 0.8000 1.0000 0.2500
Using 3D CT Patches of size 128 x 128 x S around the lesions 0.7894 0.8667 0.5000
Using Contrast Enhanced 3D CT patches of 128x128xS around the lesions 0.7894 0.8667 0.5000
Using Contrast Enhanced 3D CT Patches of size 96 x 96 x S around the lesions 0.8422 0.9333 0.5000
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Figure 18: Dice Histogram

4.3. Baseline 3 (Survival Time Prediction in terms of
1-year Survival using Aggregated Deep Segmenta-
tion Feature Map as additional input channel to CT
data)

This sub-section includes the performance where sur-
vival time is predicted using the volume of the aggre-
gated deep segmentation feature map as an additional
channel to the original input CT patch. Here, the result
is displayed in two different sections depending on the
type of feature aggregation.

4.3.1. Static Feature Aggregation
Table 9 is the representation of the survival time pre-

diction using aggregated segmentation feature map as
an additional input channel to the original CT patch.
Here feature aggregation follows static manner men-
tioned in subsection 3.3.3.

Here, performance is assessed on 20% test data (Fold
1 data used in the 4th experiment of table 4).

Table 9: Survival Time Prediction using Aggregated Deep Segmenta-
tion Feature Maps as Additional Input Channel

Prediction Accuracy Sensitivity Specificity

Lesion-wise 0.8765 0.8667 0.8787
Patient-wise 0.8422 0.8667 0.7500

4.3.2. Dynamic Feature Aggregation
Here, survival time is predicted where the aggrega-

tion of segmentation feature maps follows the dynamic
manner mentioned in the subsection 3.3.3.

Here as well, performance is assessed on 20% test
data (Fold 1 data used in the 4th experiment of table 4).

Table 10: Survival Time Prediction using Aggregated Deep Segmen-
tation Feature Maps as Additional Input Channel

Prediction Accuracy Sensitivity Specificity

Lesion-wise 0.8765 0.8000 0.8939
Patient-wise 0.8947 0.9333 0.7500

Table 11 is the summary result of the patient-wise
prediction of the two types of feature aggregation
methods (Static & Dynamic).

Table 11: Survival Time Prediction (Patient-wise) of Baseline 3

Approaches Accuracy Sensitivity Specificity

Static F.A. 0.8422 0.8667 0.7500
Dynamic F.A. 0.8947 0.9333 0.7500

4.3.3. Average Performance of the Best Performing Ex-
periment of Baseline 3

The best performing experiment of baseline 3 is the
approach where feature maps are dynamically aggre-
gated.

This best performing approach is tested on another
two new folds ( Each fold contains 80 % data for train-
ing and rest for prediction). And table 12 shows the
average performance of three different folds.

Table 12: Survival Time Prediction Using Contrast Enhanced 3D CT
Patches of size 96 x 96 x S around the lesions using Dynamic Feature
Aggregation (Average performance of 3 different folds)

Prediction Accuracy Sensitivity Specificity

Patient-wise 0.9122 0.9333 0.8334

All these above mentioned predictions are side by side
presented in Appendix A.
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5. Discussion

To achieve the objective of our study, three different
baselines are followed.

In each baseline, different experiments are performed
to find out the best performing experiment on that par-
ticular baseline. And these experiments are performed
on 1 fold of data only (80% data for training and rest
for prediction). Once the best performing experiment /

approach for survival prediction of any baseline is iden-
tified, that particular experiment is tested on two addi-
tional new folds. Next, we find the average performance
of those three different folds.

5.1. Baseline 1 (Survival Time Prediction as a Binary
Classification in terms of 1-year Survival using CT
Data as Input)

In this baseline, survival time is predicted when only
CT data is used as input. In this category, the first ex-
periment carried out uses the full CT volume. Initially,
our goal was to check if we can identify survival from
the entire CT volume without the aid of any mask. But
since the sizes of input CTs of patients are not the same,
several fixed size random patches are taken for training
and predicting. From Table 4, we can see that by taking
random patches from the full CT volumes, it isn’t great
to distinguish the negative class resulting in a specificity
equal to 0.25.

Since not all slices contain a lesion region, it is not
advisable to use the entire CT volumes. Thus, the next
experiment is carried out by the extraction of 3D CT
patches of size 128 x 128 x S which contain lesion areas.
The reason for choosing the height and width of 128 x
128 is that it is the size that covers the largest lesion,
even though the number of this size lesion is not much.
Here, the number of slices (S) containing a lesion varies
from 2 to 45 slices. In this experiment as well, since the
sizes of the input volumes are not fixed so 100 random
patches of size 2 x 96 x 96 (z, x, y) are used from each
128 x 128 x S sized extracted/cropped patch to feed in
the network input. Here, the specificity improves by
double but the sensitivity decreases.

In the next experiment, the 3D CT patches of size 128
x 128 x S are contrast enhanced by intensity clipping
method. In a similar manner, 100 random patches of
size 2 x 96 x 96 (z, x, y) are used from each contrast en-
hanced patch of size 128 x 128 x S. The purpose of this
experiment is to observe the effect of contrast enhance-
ment. From table 2 and table 3, we can see the per-
formance improvement using the contrast enhancement
in the lesion prediction even though the per patient pre-
diction resulted same. It is well known that contrast en-
hancement can emphasize the overall or local character-
istics of the images, clear the unclear image, emphasize
certain features of interest, suppress features that are not
of interest, enlarge the difference between the features
of different objects in the images. It can improve image

quality, enrich information, enhance image interpreta-
tion and recognition (Maini and Aggarwal, 2010). In the
following experiments, contrast enhancement in data is
used due to its enhanced performance.

In the previous experiment, as a fixed input size, 2
slices are taken along the z axis. In this case, lesions that
contain a greater number of slices, even for them, we
have always taken partial cuts of 2 slices. For example,
when a lesion contains 30 slices, among these slices,
it contains it’s specific volumic contextual information.
The network can get an idea of the axial, coronal and
sagittal information better from a complete volumic an-
gle. But when each time only 2 slices are chosen, the
network gets closer to the information at the slice level
and gets deprived of taking advantage of the volumetric
nature of data. Thus, in the next experiment, instead of
taking 2 slices only from the extracted 3D CT patches
each time, the whole 3D CT patches are used.

In the fourth experiment, the patches of size 96 x 96
x S are extracted from the full CT volume using ground
truth masks which contain lesion areas. The reason be-
hind extracting patches of comparatively smaller size
(96 x 96) than the previous experiments is that most
lesions are small even though there are very few large
lesions. In this experiment, the 3D CT patches are im-
proved in contrast. This time also, the sizes of the input
volumes are not fixed so all the volumes are padded to
have a same size of 32 x 96 x 96 (z, y, x). If we see
the performances, we can see that the prediction of the
survival time of this experiment is better than the pre-
vious three experiments. The reason behind this is the
effect of the contrast enhancement (Figure 6) and also
this time the CT patches which contain a higher num-
ber of slices have not been cut to be a number of lower
slices (2 slices) like the previous experiment.

Thus, among the four above mentioned experiments
of baseline 1, the most successful experiment is the ex-
periment using contrast enhanced 3D CT patches of size
96 x 96 x S (containing lesion areas). So, for the next
experiments, this dataset is used. This experiment is
also tested on two additional folds of data and the aver-
age performances of three individual folds are indicated
in the table 6.

5.2. Baseline 2 (Survival Time Prediction based on
Multi-Organ Lesion Segmentation)

In this baseline, the survival prediction is based on the
segmentation of the lesions. And our intention is to ob-
serve whether performance guided by our segmentation
can function similarly to performance guided by ground
truth masks created by radiologists.

Unlike other human organs (e.g. brain, lung etc.),
lesions from different organs are different in nature.
Most of the lesions are pulmonary lesions and some
of them are brain lesions and lesions from neck and
thorax. A pulmonary lesion is a much smaller micro-
structure. In addition, pulmonary nodules are charac-
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terized by blurred boundaries, large shape deformation,
and rich texture information that is very different from
that of normal human organs (Chen et al., 2019a). It is
therefore more challenging to segment them compared
to other larger organs and in addition the lesions come
from different organs of different nature.

From Table 7, we can see the performance of the seg-
mentation of lesions using two different networks. First,
a UNet architecture mentioned in figure 12 is studied
using the loss of dice only where the average dice score
is 0.7989. Later, as a loss function, the combination
of dice loss and cross entropy loss are used which gives
better result, as we can see from Table 7. So, this proves
that adding cross entropy loss with dice loss works bet-
ter in segmentation. With this combination of loss func-
tion, a FCN network is also experimented to compare
performance. It turns out that the modified UNet works
better than the FCN network mentioned in figure 13.

Thus, the best performer of the three experiments is
the modified UNet with loss of dice and loss of cross
entropy. Figure 19 shows some of the predictions using
the best segmentation network.

Figure 19: Lesion Segmentation Performance

From figure 19, we can see that even for a very low
dice score of 0.46, the segmentation network can iden-
tify the real lesion. And from the histogram shown (fig-
ure 18), we can see that there is no case where the seg-
mentation network fails to predict the lesion. So basi-
cally, for all lesions the network can identify the lesion.
And which is very close to the truth.

Now our goal is to extract new 3D CT patches from
the original CT volume based on our predicted segmen-
tation masks instead of using the ground truth masks
this time. Once the patches predicted by segmentation

masks are extracted, the survival time is predicted using
the best classification model from the baseline 1.

After extracting new 3D CT patches, it turns out that
the patches predicted by our segmentation are very very
close to the original 3D CT patches. The reason for this
similarity is explained below.

Let’s consider a case of poor dice score of 0.46 shown
in Figure 19. From the segmentation predicted mask,
we go back to the original full volume mask space to
calculate the centroid of the binary object. And from
this new centroid, we extract a new 3D CT patch from
full CT according to algorithm 1. If we look very
closely at the centroid of the original mask and our pre-
dicted segmentation mask, we can see that they are very
close to each other. Also in other cases, the new cen-
troids are very close to the centroids of the original le-
sions. This results in new CT patches very similar to the
one extracted using ground truth mask. Even though the
newly extracted patches are very little different (slightly
shifted), but all of the new 3D CT patches contain the
entire true lesion. So basically the 3D CT patches ex-
tracted using the ground truth mask and our segmenta-
tion predicted mask contain the entire area of the le-
sions. And since the final prediction actually comes
from the region of the lesion, the prediction of survival
time is therefore similar in both cases.

5.3. Baseline 3 (Survival Time Prediction using Aggre-
gated Deep Segmentation Feature Maps as Addi-
tional Input Channel)

In this baseline, survival time is predicted using the
aggregated segmentation feature map as an additional
input channel for the CT input patch. And feature ag-
gregation is done in two different ways which are static
aggregation and dynamic aggregation. At the start, us-
ing only single fold data (80% for training and rest data
for prediction), two of these experiments are performed.
Later, the best performing experiment is further tested
on two additional new folds.

In the case of static aggregation, each feature map
receives a similar weight thus ensures the overall net-
work stability. Being an additional input channel to CT
patches, survival time prediction performance improves
comparatively. From Table 9, we can see that the ac-
curacy of the patient-wise prediction remains the same
for the best performing network coming from baseline
1 (Table 4, experiment 4). But the specificity improves
even if the sensitivity becomes a little lower.

The convolution layer in dynamic aggregation allows
each feature map to receive a learnable weight. By con-
volution, it calculates the low level feature representa-
tions which has a property to preserve the spatial or
positional relationships between input data points. The
feature maps obtaining a learnable weight is better than
the simple average to obtain an equal weight. Table 11
reflects this. In this experiment of dynamic aggrega-
tion, the sensitivity improves and the accuracy becomes
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higher compared to all the other experiments discussed
previously.

As the experiment of using dynamic feature aggrega-
tion outperforms static aggregation, this experiment is
further tested on two additional folds. The average per-
formance of the three folds is presented in the table 12
which even surpasses the best performance of baseline
1 presented in table 6.

Thus, we can see that among all the experiments of
three different baselines, the dynamic aggregation of the
feature maps as an additional input channel to 3D CT
patch (containing lesion regions) is the best performing.
In this approach, the network not only obtains the input
CT patch like baseline 1 and baseline 2, but also obtains
the mapping information from the segmentation. This
appears as a valuable demeanor in predicting survival
time.

5.4. Challenges
One of the main challenges of this study is that some

of the available data on patients is censored, which
means that their events are not known. In our study,
it is assumed that those patients who are censored have
the same survival perspective as uncensored patients. In
addition, all patients are carriers of the same disease and
the number of patients is small. Another challenge is the
segmentation of lesions where the lesions come from
different organs, their types and shapes are also differ-
ent and some of them are very tiny.

5.5. Future Work
In the context of future work, it would be interesting

to study the extraction of deep segmentation features not
only from the last decoder block of UNet, but from dif-
ferent resolution levels. DenseVNet may be an option
for this purpose.

In addition, besides studying deep features only, it
will be worth studying the addition of clinical data (e.g.
age, sex) to predict survival time.

Another experiment may also be the combination of
clinical data, deep features and radiomic data which are
the quantitative or semi-quantitative features from med-
ical images.

Last but not least, more data will be a plus for this
study as we know that the amount of data affects the
deep learning approach.

6. Conclusions

In this study, survival time of patients with metastatic
melanoma is predicted using different 3D CNNs where
a baseline is based on CT data as conventional classifi-
cation problem where two other baselines are based on
segmentation. This study demonstrate that aggregated
deep segmentation feature map being an additional in-
put to CT data can play a critical role in predicting sur-
vival time. In our study, the patients are grouped into

two different classes according to their survivals. One
group belongs to the short survival class whose survival
is less than 1-year and the patients of long survival class
survived for more than 1-year.

To experiment, in addition of using CT input data, an
aggregated segmentation feature map is added as an ad-
ditional input channel to the CT data. At the first base-
line, survival time is predicted using only CT data where
no segmentation is involved. Among the four experi-
ments tested according to the concept of using CT data
only, the experiment where 3D contrast enhanced CT
patches of size 96 x 96 x S are used (later padded to
be 32 x 96 x 96) provides the best result. It performs
best over the experiments using the entire CT volume or
using a small fixed number of sliced CT patches. In
this experiment, the improvement in contrast and the
use of full lesion areas (3D) made this experiment better
in the baseline 1. In the next baseline, survival time is
predicted based on newly extracted 3D CT patches pre-
dicted by our segmentation. And for the segmentation
of lesions, different models (3D UNet, FCN) are tested
with different loss functions such as loss of dice only
and the combination of loss of dice with loss of cross en-
tropy. Our study shows that in our lesion segmentation
case, the combination of dice loss and cross-entropy
loss performs the best. And since no case has failed
in the segmentation of the lesions and the CT patches
predicted by the new segmentation are very close to the
original 3D CT patches and cover the real lesion re-
gions, the prediction is similar to the prediction using
3D CT patches extracted using the ground truth masks.
In the third baseline, our two-stage CNN architecture
makes full use of the segmentation model by taking ad-
vantage of it’s deep segmentation feature maps. And the
dynamically aggregated segmentation feature maps be-
ing additional input channel surpasses the performance
of regular classification network.

7. Acknowledgments

I would like to thank my supervisors, Professor Dr.
Adrien Bartoli and Dr. Benoit Magnin, as well as the
EnCoV research team for providing me with all of the
materials, infrastructure and continuous support to con-
duct this study. Gratitude goes to NVIDIA as well
to support our study by GeForce GTX 1080. Special
thanks go to Gulnur Semahat Ungan and Fakrul Islam
Tushar (MAIA 2nd batch) for their continued support
and motivation. I would also like to thank Anindo Saha
(MAIA 3 rd batch) for our discussion. I want to thank all
members of the EnCoV research team for their support
and friendliness. I am grateful to my colleague Yamid
Espaniel (Ph.D) for having always been so united in all
aspects. I would also like to thank the MAIA family and
the European Union for this wonderful journey. Last but
not least, I want to thank my creator and my two family

10.18



Survival Time Prediction of Metastatic Melanoma Patients by Computed Tomography using Convolutional Neural
Networks 19

members for permitting me to come overseas and to re-
alize one of my dreams through the MAIA team and for
trusting me as always.

References

, 2020. Melanoma: Statistics. https://www.cancer.

net/cancer-types/melanoma/statistics. Accessed:
2020.07.10.

, 2020. Melanoma survival rates. https://www.

curemelanoma.org/about-melanoma/melanoma-staging/

melanoma-survival-rates. Accessed: 2020.07.10.
Adoui, M.E., Mahmoudi, S.A., Larhmam, M.A., Benjelloun, M.,

2019. Mri breast tumor segmentation using different en-
coder and decoder cnn architectures. Computers doi:10.3390/
computers8030052.

Bakas, S., Reyes, M., Jakab, A., Bauer, S., Rempfler, M., Crimi, A.,
Shinohara, R.T., Berger, C., Ha1, S.M., Rozycki, M., et al., 2018.
Identifying the best machine learning algorithms for brain tumor
segmentation, progression assessment, and overall survival predic-
tion in the brats challenge doi:10.17863/CAM.38755.

Ben-Cohen, A., Diamant, I., Klang, E., Amitai, M., Greenspan, H.,
2016. Fully convolutional network for liver segmentation and le-
sions detection. MICCAI 2016 - Deep Learning and Data Labeling
for Medical Applications doi:10.1007/978-3-319-46976-8_
9.

Burgh, H.K.D., Schmidt, R., Henk-JanWesteneng, Reus, M.A., den
Berg, L.H., den Heuve, M.P., 2016. Deep learning predictions of
survival based on mri in amyotrophic lateral sclerosis. NeuroIm-
age: Clinical 13. doi:10.1016/j.nicl.2016.10.008.

Chen, S., Ma, K., Zheng, Y., 2019a. Med3d: Transfer learning for
3d medical image analysis, arxiv:1904.00625v4, URL: https://
arxiv.org/abs/1904.00625.

Chen, T., Liu, S., Li, Y., Feng, X., Xiong, W., Zhao, X., Yang, Y.,
Hu, C.Z.Y., Chen, H., Lin, T., Zhao, M., Liu, H., Yu, J., Xu, Y.,
Zhang, Y., Lia, G., 2019b. Developed and validated a prognos-
tic nomogram for recurrence-free survival after complete surgical
resection of local primary gastrointestinal stromal tumors based
on deep learning. EBioMedicine 39, 272–279. doi:10.1016/j.
ebiom.2018.12.028.

Clark, T.G., Bradburn, M.J., Love, S.B., Altman, D.G., 2003. Survival
analysis part i: Basic concepts and first analyses. British Journal
of Cancer 89, 232–238. doi:10.1038/sj.bjc.6601118.

Enninga, E.A.L., Moser, J.C., Weaver, A.L., Markovic, S.N., Brewer,
J.D., Leontovich, A.A., Hieken, T.J., Shuster, L., Kottschade,
L.A., Olariu, A., Mansfield, A.S., Dronca, R.S., 2017. Sur-
vival of cutaneous melanoma based on sex, age, and stage in
the united states, 1992–2011. Cancer Medicine 6, 2203–2212.
doi:10.1002/cam4.1152.

Haarburger, C., Weitz, P., Rippel, O., Merhof, D., 2018. Image-
based survival analysis for lung cancer patients using cnns,
arxiv:1808.09679v2, URL: https://arxiv.org/abs/1808.

09679, doi:10.1109/ISBI.2019.8759499.
Han, W., Qin, L., Bay, C., Chen, X., Yu, K.H., Miskin, N., Li, A.,

Xu, X., Young, G., 2019. Deep transfer learning and radiomics
feature prediction of survival of patients with high-grade gliomas.
American Journal of Neuroradiology doi:10.3174/ajnr.A6365.

He, K., Zhang, X., Ren, S., Sun, J., 2015a. Deep residual learning for
image recognition, arxiv:1512.03385v1, URL: https://arxiv.
org/abs/1512.03385.

He, K., Zhang, X., Ren, S., Sun, J., 2015b. Delving deep into rec-
tifiers: Surpassing human-level performance on imagenet classi-
fication, arxiv:1502.01852v1, URL: https://arxiv.org/abs/
1502.01852.

He, K., Zhang, X., Ren, S., Sun, J., 2016. Identity mappings in deep
residual networks, arxiv:1603.05027v3, URL: https://arxiv.
org/abs/1603.05027.

Hosseinzadeh, M., Brand, P., Huisman, H., 2019. Effect of adding
probabilistic zonal prior in deep learning-based prostate cancer de-

tection, arxiv:1907.12382v1, URL: https://arxiv.org/abs/
1907.12382.

Isensee, F., Kickingereder, P., Wick, W., Bendszus, M., Maier-
Hein, K.H., 2018. Brain tumor segmentation and radiomics sur-
vival prediction: Contribution to the brats 2017 challenge, arxiv
:1802.10508v1, URL: https://arxiv.org/abs/1802.10508.

Jiang, Y., Chen, L., Zhang, H., Xiao, X., 2019. Breast cancer
histopathological image classification using convolutional neural
networks with small se-resnet module. PLOS One doi:10.1371/
journal.pone.0214587.

Leung, K.M., Elashoff, R.M., Afifi, A.A., 1997. Censoring issues
in survival analysis. Annual Review of Public Health 18, 83–
104. doi:https://doi.org/10.1146/annurev.publhealth.
18.1.83.

Maas, A.L., Hannun, A.Y., Ng, A.Y., 2013. Rectifier nonlinearities
improve neural network acoustic models. Proc. icml 30.

Maini, R., Aggarwal, H., 2010. A comprehensive review of image
enhancement techniques. JOURNAL OF COMPUTING 2. URL:
https://arxiv.org/abs/1003.4053.

Myronenko, A., 2018. 3d mri brain tumor segmentation using au-
toencoder regularization, arxiv:1810.11654v3, URL: https://

arxiv.org/abs/1810.11654.
Nair, V., Hinton, G.E., 2010. Rectified linear units improve re-

stricted boltzmann machines. Proceedings of the 27th International
Conference on International Conference on Machine Learning ,
807–814.

Nie, D., Lu, J., Zhang, H., Adeli, E., Wang, J., Yu, Z., Liu, L.,
Wang, Q., Wu, J., Shen, D., 2019. Multi-channel 3d deep feature
learning for survival time prediction of brain tumor patients using
multi-modal neuroimages. Scientific Reports 9. doi:10.1038/
s41598-018-37387-9.

Ozaki, Y., Shindoh, J., Miura, Y., Nakajima, H., Oki, R., Uchiyama,
M., Masuda, J., Kinowaki, K., Kondoh, C., Tanabe, Y., Tanaka,
T., Haruta, S., Ueno, M., Kitano, S., Fujii, T., Udagawa, H.,
Takano, T., 2017. Serial pseudoprogression of metastatic malig-
nant melanoma in a patient treated with nivolumab: a case report.
BMC Cancer 17. doi:10.1186/s12885-017-3785-4.

Ronneberger, O., Fischer, P., Brox, T., 2015. U-net: Con-
volutional networks for biomedical image segmentation,
arxiv:1505.04597v1, URL: https://arxiv.org/abs/1505.

04597.
Rotaru, M., Jitian, C.R., Iancu, G.M., 2019. A 10-year retrospective

study of melanoma stage at diagnosis in the academic emergency
hospital of sibiu county. Oncology Letters 17, 4145–4148. doi:10.
3892/ol.2019.10098.

Saha, A., Tushar, F.I., Faryna, K., D’Anniballe, V.M., Hou, R.,
Mazurowski, M.A., M.D., G.D.R., Lo, J.Y., 2020. Weakly super-
vised 3d classification of chest ct using aggregated multiresolution
deep segmentation features. SPIE Medical Imaging doi:10.1117/
12.2550857.

Santurkar, S., Tsipras, D., Ilyas, A., Madry, A., 2018. How
does batch normalization help optimization? arxiv:1805.11604v5,
URL: https://arxiv.org/abs/1805.11604.

Skourt, B.A., Hassani, A.E., Majda, A., 2018. Lung ct image seg-
mentation using deep neural networks. Procedia Computer Science
127, 109–113. doi:10.1016/j.procs.2018.01.104.

Wong, K.C., Syeda-Mahmood, T., Moradi, M., 2018. Building med-
ical image classifiers with very limited data using segmentation
networks. Medical Image Analysis 49, 105–116. doi:10.1016/
j.media.2018.07.010.

10.19



Survival Time Prediction of Metastatic Melanoma Patients by Computed Tomography using Convolutional Neural
Networks 20

Appendix A. Survival Time Predictions
The table represented in figure 20 is a side by side representation of all the predictions mentioned earlier. And

this clearly demonstrates that survival time prediction based on aggregated deep segmentation feature map of our
two-stage CNN architecture as additional input channel outperforms conventional classification network.

Figure 20: Survival time predictions (Side by side)
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Abstract

Background. Alzheimer’s disease is the most prevalent cause of all the dementias, yet no cure or drug succeeded in
stopping or slowing its progression. Accurate prediction of the disease could not only be useful per se but could also
help in subject selection and stratification for clinical trials at an early stage of the disease.

The Alzheimer’s Disease Prediction Of Longitudinal Evolution (TADPOLE) Challenge compares the performance
of algorithms at predicting the future evolution of individuals from the ADNI database at risk of Alzheimer’s disease.
The three tasks of the challenge consisted in giving monthly predictions of three different variables: the clinical diag-
nosis (Normally cognitive, Mild Cognitive Impairment, Alzheimer’s Disease), the Alzheimer’s Disease Assessment
Scale Cognitive Subdomain (ADAS-Cog13) score, and the volume of the ventricles.

Material and Methods. The data from ADNI consisted of a variety of biomarkers from different modalities: age, sex,
education level, ethnicity, race, MRI (volumes, cortical thickness, surface area), PET (FDG, AV45 and AV1451), DTI
(regional means of standard indices), CSF measurements (Amyloid-beta, Tau and P-Tau), and cognitive tests (CDR
Sum of Boxes, ADAS11, ADAS13, MMSE, RAVLT, Moca, Ecog). The training, validation and test sets consisted of
multiple entries from 1667, 896 and 219 subjects, respectively. An entry is defined as a set of biomarkers taken in the
same examination period.

In this work, a highly adaptive framework is proposed that includes the expansion of features to include longitudinal
information, a set of nine regression models, and two ensemble methods to combine the predictions of the trained
models, using a genetic algorithm to find a more optimal linear combination of model weights than the direct mean of
all models would give. Predictions from longitudinal data are compared with those using cross-sectional data.

Results. Our proposed framework, trained with the same data, was able to achieve results comparable to the best ones
reported in the challenge platform in all of the tasks, which were based on independent strategies. A mAUC of 0.936
was obtained for the clinical status task to classify between Cognitively Normal (CN), Mild Cognitive Impairment
(MCI) and Alzheimer’s Disease (AD). A Mean Absolute Error of 3.44 was obtained for the ADAS-Cog13 task, while a
Mean Absolute Error of 0.397% of intracranial volume was obtained for the prediction of the ventricles’ volume task.
The experimental results showed that longitudinal data had more significant predictive power than cross-sectional
data.

Conclusions. On one side, the obtained results look promising as they pushed the state-of-the-art, and could be used
for a future estimated evaluation of a patient’s state, allowing in turn a better subject selection for clinical trials. On the
other, the generic and adaptive nature of the framework presented in this work proved successful for different tasks,
and could also be used for other problems like classification or regression.

Keywords: Alzheimer, prediction, TADPOLE challenge, longitudinal, neurodegenerative, atrophy
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1. Introduction

Alzheimer’s Disease is a progressive brain disorder
that slowly hinders the ability to recall memories and to
carry out the simplest tasks for self-sufficiency. World-
wide, at least 50 million people were believed to be
living with Alzheimer’s disease or other dementias in
2018 (Patterson et al., 2018); if breakthroughs are not
discovered, rates could exceed 152 million by 2050.
Apart from the high costs involved as a society, the per-
sonal cost both emotionally and lifestyle-wise that af-
fects the patient, as well as familiars and friends around,
is nothing less than unfathomable. According to the
Alzheimer’s Association [3] , one in three seniors dies
with Alzheimer’s or another dementia, killing more
people than breast cancer and prostate cancer do com-
bined.

Early detection of the disease will potentially accel-
erate the development of new therapies by ensuring that
appropriate people are enrolled in clinical trials. The
Alzheimer’s Association commissioned a study of the
potential cost savings of early diagnosis (Mebane-Sims,
2018), assuming that 88% of individuals who will de-
velop Alzheimer’s disease would be diagnosed in the
MCI phase rather than the dementia phase or not at all.
Approximately 7 trillion dollars could be saved in med-
ical and long-term care costs for individuals who were
alive in 2018 and will develop Alzheimer’s disease.

Different data sets have been proposed in order to fa-
cilitate the discovery of new methods for the early de-
tection and tracking of the Alzheimer’s Disease (ADNI,
OASIS, AMP-AD, Parelsnoer Neurodegenerative Dis-
eases study). In addition, several challenges were pro-
posed for classification (CAD Dementia1, Alzheimer’s
Syndrome Prediction Challenge2). In contrast, the
TADPOLE challenge aims to predict the evolution of
Alzheimer’s disease.

TADPOLE challenge. Organized by the EuroPOND
initiative in collaboration with ADNI, the TADPOLE
challenge (Marinescu et al., 2018) was born with the
purpose of identifying algorithms and features that
could best predict the evolution of Alzheimer’s disease.
Given a set of biomarkers from up to 1737 different sub-
jects, the challenge participants were asked to provide
three different variable predictions:

Task 1: Clinical status. Following the guidelines pro-
posed by the Alzheimer’s Disease Neuroimaging Ini-
tiative (ADNI) (Hyman et al., 2012), this first task re-
quired the participants to predict the future clinical sta-
tus out of three different classifications: Cognitively
Normal (CN), Mild Cognitive Impairment (MCI) or
Alzheimer’s Disease (AD).

1https://caddementia.grand-challenge.org
2http://challenge.xfyun.cn/2019/gamedetail?type=detail/alzheimer

Task 2: ADAS-Cog13. The Alzheimer’s Disease
Assessment Scale-cognition sub-scale (ADAS-Cog)
(Rosen et al., 1984) is the most widely used general
cognitive measure in clinical trials of AD (Connor and
Sabbagh (2008); Ihl et al. (2012)). The ADAS-Cog was
developed as an outcome measure for dementia inter-
ventions; its primary purpose was to become an index of
global cognition in response to anti-dementia therapies.
The ADAS-Cog assesses multiple cognitive domains in-
cluding memory, language, praxis, and orientation. This
second task’s objective is to predict this score.

Task 3: Ventricles volume. The variable that had to be
predicted in this last task was the volume of the ven-
tricles, divided by intracranial volume (ICV), as esti-
mated via the standard ADNI image processing pipeline
(ADNI, 2020), which uses the FreeSurfer software
(Reuter et al., 2012).

Goals of this project. The objectives for this Master’s
Thesis are twofold: first, to better understand the na-
ture of the disease as well as the available predictive
models through the analysis of the TADPOLE challenge
and literature review of similar tasks. Secondly, fol-
lowing the initial research phase, we aim to develop a
novel approach based on a well structured automatic
feature expansion and data enhancing architecture fol-
lowed by getting predictions from that enhanced data
set with multiple models, and finishing with an ensem-
ble of the different models able to participate in all three
tasks of the challenge. Our results show that our pro-
posed approach improves on the state-of-the-art results
by means of using the longitudinal data of ADNI sub-
jects with a set of different regressions models, ensem-
bled to smoothen the response. The same architecture
is used to predict the three challenge tasks reaching the
first position in all of them, whereas, in the challenge,
the best result for each task corresponded to a different
and specific approach.

2. Challenge details

This section will provide some insight into the Data
available within the Challenge and the evaluation met-
rics used to rank the methods for the three different
tasks.

2.1. Data

Data used in the challenge, and therefore also in
this Master’s Thesis (Figure 1), was obtained from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database 3, using the ADNIMERGE spreadsheet, to
which the following was added: regional MRI (vol-
umes, cortical thickness, surface area), PET (FDG,

3adni.loni.usc.edu
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Figure 1: Representation of the different biomarkers in the challenge.
Figure from tadpole.grand-challenge.org.

AV45 and AV1451), DTI (regional means of standard
indices) and CSF measurements (Amyloid-beta, Tau
and P-Tau).

The MRI measurements included were FreeSurfer
processed ROI volumes, cortical thicknesses, and cor-
tical surface areas from the UCSFFSL (longitudinal
pipeline) and UCSFFSX (cross-sectional pipeline) ta-
bles.

The organizers describe four different data sets,
namely a proposed training set, validation sets (longitu-
dinal and cross-sectional) and a test set. They are hereby
described:.

D1. TADPOLE Standard training set
The TADPOLE standard training set draws on longi-
tudinal data from the entire ADNI history. The data
set contains measurements for every individual that has
provided data to ADNI in at least two separate vis-
its (different dates) across three phases of the study:
ADNI1, ADNI GO, and ADNI2.

D2. TADPOLE Standard prediction set
The set of D2 entries contained all available longitu-
dinal data for prospective ADNI-3 subjects that were
rollovers from earlier ADNI studies.

D3. TADPOLE Cross-sectional prediction set
The TADPOLE cross-sectional prediction set contains
a single (most recent) time point and a limited set of
variables from each rollover individual in D2.

D4. TADPOLE test set
The TADPOLE test set contains visits from ADNI
rollover subjects that occurred after 1 Jan 2018 and con-
tain at least one of the three outcome measures: diag-
nostic status, ADAS-Cog13 score, or ventricle volume.

It is important to note that there is not a homogeneous
time-point distance neither for the same or different pa-

Table 1: Available data in number of visits (% of total
visits in parenthesis) of each of the challenge data sets.

tients, as well as a different number of total events per
patient (ranging from one single entry up to 19). Al-
though the data from D1 and D2 consists of 12.742
entries for 1737 different subjects, not all biomarkers
or even target task ground truths are available (see Ta-
ble 1). We can have a broad view of the demographics
of the different data sets in the Appendix A at the end
of this document.

2.2. Evaluation metrics

The metric used to evaluate the fist task (clinical di-
agnosis) is the Multi-class area under the receiver oper-
ating curve (mAUC), an extension of the classical ROC
curve for non-binary classification problems. From the
challenge instructions, the AUC Â(ci|c j) for classifica-
tion of a class ci against another class c j, is:

Â(ci|c j) =
S i − ni(ni + 1)/2

nin j
(1)

where ni and n j are the number of points belonging to
classes i and j respectively, while S i is the sum of the
ranks of the class i test points after ranking all the class
i and j data points in increasing likelihood of belonging
to class i (Hand and Till, 2001). For situations with three
or more classes, Â(ci|c j) , Â(c j|ci). Therefore, in the
challenge the average was used:

Â(ci, c j) =
Â(ci|c j) + Â(c j|ci)

2
(2)

The overall mAUC is obtained by averaging equation
(2) over all pairs of classes. For L classes, the number
of pairs of classes is L(L − 1)/2, so that:

mAUC =
2

L(L − 1)

L∑

i=2

i∑

j=1

Â(ci, c j) (3)

The class probabilities that go into the calculation of
S i in equation [1] are pCN , pMCI and pAD, which are de-
rived from the likelihoods LCN , LMCI and LAD provided
by the participants by normalising by their sum so that,
for example:

pCN = LCN/(LCN + LMCI + LAD) (4)
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For tasks 2 and 3 the metric used for the evaluation of
the predictions is the Mean Absolute Error:

MAE =

∑n
i=1 |ŷi − yi|

n
(5)

where n is the total number of entries to predict, ŷi is
the i-th prediction, and yi is the ground truth of the i-th
entry.

For the ADAS-Cog13 task as well as the ventricles’
volume prediction, the participants had to provide a
best-guess value as well as a 50% confidence interval
for each individual.

3. State-of-the-art approaches

On July 2019 the challenge results were made public,
with a different method scoring the best for each of the
tasks. There were a total of 93 submissions from 33 dif-
ferent international teams. The platform remained open
for additional submissions after the challenge deadline,
with some teams further improving the results they had
obtained as well as some others participating for the first
time.

The remaining of this section is structured as follows:
first, the most relevant and recent state-of-the-art meth-
ods will be reviewed for each of the tasks, and then some
general figures of all the methods submitted in the chal-
lenge will be given.

Task 1: Clinical status. An extensive literature re-
view by Weiner et al. (2017) summarized a set of
methods (manual prediction by a clinical expert, sta-
tistical prediction using regression, machine learning,
data-driven disease progression models) and biomarkers
(hippocampal atrophy, β-amyloid and tau protein depo-
sition) that could be useful for this task. In the test set of
the challenge, the best result by a good margin was ob-
tained by the Frog team using a combination of feature
engineering in order to capture longitudinal information
(70 direct features + 420 augmented ones) and a gra-
dient boosting tree-based method (XGBoost), achiev-
ing a mAUC of 0.931. The second best mAUC score
was 0.921 (Moore et al., 2019) with an approach using
16 features and two Random Forest models to predict
NC to MCI and MCI to AD, respectively. The third
best score within the competition timeline was 0.907
(Venkatraghavan et al., 2019) using up to 338 features
and an SVM-based classifier. The latest public update
on the results (01-16-2020) showed a Recurrent Neu-
ral Network (LSTM) achieving a mAUC score of 0.909
(Nguyen et al., 2018). The best ensemble that the organ-
isers calculated from all the participants’ entries (Con-
sensusMedian) achieved a mAUC of 0.925. A compar-
ison of 15 studies presented by (Moradi et al., 2015)
reported lower performance (maximum AUC of 0.902)
for the simpler two-class classification problem of sep-
arating MCI-stable from MCI-converters in ADNI. A

more recent work by Varatharajah et al. (2019) proposed
a model which included PET, MRI, and CSF variables
in addition to age and expression of CR1 (complement
receptor 1) of a total of 135 subjects and was able to
predict MCI-to-AD progression with an AUC of 0.92.

Task 2: ADAS-Cog13. To the best knowledge of the
challenge organisers, no previous similar studies fore-
casting future ADAS-Cog13 or ventricle volume ex-
isted, so TADPOLE set a new benchmark to evaluate
the performance on these important prediction tasks.

ADAS-Cog13 scores were more difficult to forecast
than clinical diagnosis or ventricle volume. The only
single method able to forecast ADAS-Cog13 better than
informed random guessing (RandomisedBest) was the
BenchmarkMixedEffects (Marinescu et al., 2020), a sim-
ple mixed effects model with no covariates and age as
a regressor, achieving MAE in the test set of 4.19. The
best ensemble (ConsensusMean) that the organisers cal-
culated from the participants’ entries achieved a MAE
of 3.75.

Task 3: Ventricles volume. The best participant re-
sult for this task was 0.41% ICV (Inter-cranial volume)
(Venkatraghavan et al., 2019) using up to 338 features
and a Machine learning and Data-driven disease pro-
gression model. In this case, the best results of the
different competitors were all very close to each other.
The best ensemble (ConsensusMedian) that the organ-
isers calculated from the participants’ entries achieved
a MAE of 0.38% ICV.

3.1. Features

The number of used features for all the submitted
methods and benchmarks range from 3 to all of them
(1907 initial data set columns). Guessing from the last
visit only requires one feature per task, hence the 3 min-
imum features.

Some of the approaches expanded the initially chosen
features by up to 20 times more. Feature expansion in-
cluded: feature ratios (relative brain structure volumes),
historical measures (maximum, minimum, mean, stan-
dard deviation), moving average, current age, cubic root
of volumes, square root of surfaces, etc.

Some of the teams then fed those features to their
models or applied further manual or automatic feature
selection.

3.2. Prediction models

There was a large variety of models, which we can
summarize in the following categories:

• Regression/Proportional hazards models.

• Neural networks (RNN, LSTM).

• Disease progression models.
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• Machine learning (Random forest, gradient boost-
ing, SVM/SVR).

• Other (ex. Clinician decision tree).

When comparing results we are not comparing mod-
els, but a more complex strategy that involves feature se-
lection, model tuning, training and evaluation strategy,
etc. Nevertheless, the top scores for the clinical status
are well above the rest, and they use Gradient boosting
and random forest methods, respectively. On the other
hand, the top results for the ventricle volume prediction
come from either hazard models or disease progression
models. For the prediction of the ADAS-13 score, no
model came close to beating the Mixed Effects Bench-
mark. It is worth observing that not only the three chal-
lenge tasks were won by different teams, but also with
different models, completely different in nature.

4. Methodology

Our main objective is to design a single strategy that
can be applied to the three challenges. The proposed
framework consists of the following steps:

1. Data preparation - Feature engineering.
2. Individual models’ selection and tuning.
3. Individual models’ training and evaluation.
4. Model ensembles’ building and validation.

4.1. Feature engineering
Selection. Out of all the features available, different
subsets of them were selected in order to run the exper-
iments. The different choices were guided by the docu-
mentation in the same challenge as well as by published
papers on the topic cited in this presented work. The
features were: cognitive tests (Skinner et al., 2012), hip-
pocampus related features (De Leon et al. (1993), De-
vanand et al. (2007), Li et al. (2019)) from different im-
age modalities, CSF measures (tau and beta-amyloid)
(Gamblin et al., 2003), age (Podcasy and Epperson,
2016), sex (Podcasy and Epperson, 2016), education
(Mortel et al., 1995), the APOE4 allele (Burke and
Roses, 1991), marital status, ethnicity and race. The 36
ventricle and 59 hippocampus features extracted from
image modalities (MRI, PET) were added separately so
that we had a baseline and an extended data set.

Cleaning. After having selected the features to work
with, an exploratory data analysis was performed in or-
der to first check if the data needed to be cleaned, for ex-
ample taking care of outliers (looking at the distribution
and with priors about each of the features’ range), in-
put types (for example removing texts in numerical fea-
tures), repeated features (automatically done with cor-
relation evaluation) and uniform features (counting the
unique values), and secondly to see if we could infer
some information.

Expansion. The clean selected features were then ex-
panded in various ways listed hereby:

• Clustering of the data with hdbscan (McInnes
et al., 2017) and mini batch k-means with the in-
tention to help the models identify potential groups
with similar responses.

• One-hot-encoding categorical features to avoid the
models suggesting a spurious correlation among
the different labels (such as within different ethnic-
ities).

• Historical: max and minimum, range (max-min),
ratio (max/min), growth (max-min divided by their
time difference), and time since the historical max,
min and clinical status change.

• Days to predict, instead of months, to account for
the extra precision that the dates from the subject
evaluations provide.

All features and regression labels were transformed
into 0-1 range. Depending on the model, this transfor-
mation can impact both the performance and the train-
ing time. Furthermore, we can later on trim the predic-
tions to adjust to the capped reality (maximum ADAS-
Cog13 score is 85, for example).

Time-warping. In this step, time-warping (self-coined
term, explained in the next lines) is performed in order
to make the models predict all future events from any
given past entry (and its historical information if we are
working with longitudinal data). This allows us to have
many more training points, and to expand the predic-
tion range, as it can be seen in Figure 2. The intuition
behind this is that not only we will have more points to
train, but also, since the same features will be used to
predict so many different future points, the importance
of the prediction time will be easily picked up by the
models, which will have to understand the neurodegen-
erative nature of the problem at hand.

Reduction. The final step involving direct feature se-
lection is an automatic fitting of a gradient boosting
algorithm in order to assess the importance of each
of the features and to eliminate the ones that do not
seem to provide information to the model. CatBoost
(Prokhorenkova et al., 2017) is used for this purpose, al-
though the modular architecture would allow any alter-
native method (recursive feature elimination, variance
threshold, univariate selection, etc.) to be analysed.

A graphical scheme of all the required steps for the
feature engineering process can be seen in Figure 3.

4.2. Model selection and tuning

Since two of the tasks were regression problems,
and the classification one had a natural order regard-
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Figure 2: Time warping to predict all future events from each entry. Given a set of original entries (and their associated biomarkers) from a subject,
we can try to predict only the next diagnosis from each entry, or all future ones. By predicting all future entries instead of only the next one, the
data set is vastly augmented, and the time-to-predict is expanded as well.

Figure 3: Feature engineering. This simplistic diagram makes it easier
to see how the data set is expanded either feature-wise (horizontally)
or entry-wise (vertically) after each step.

ing severity or disease stage, regression models were se-
lected for our prediction purposes. The following mod-
els were selected either because of their promising vali-
dation score, or to add diversity to the ensemble:

• Scikit-learn models (Pedregosa et al., 2011):
Ridge, SGDRegressor, SVR, AdaBoostRegressor,
ExtraTreesRegressor).

• XGBoost (Chen and Guestrin, 2016).

• CatBoost (Prokhorenkova et al., 2017).

Out of the three different tasks, the ventricle volume
prediction was the one that felt more rich and reliable,
since the clinical status consists only of 3 classes (so
the neurodegenerative process is heavily discretized),
and the second task is the output score of the ADAS-
Cog13 cognitive test, which is known to suffer from
low reliability across consecutive visits (Grochowalski
et al., 2016). The previously mentioned regression mod-
els from scikit-learn were tuned to predict the ventricle
volumes using the gridsearch available from the same li-
brary, while the rest used the hyperopt library (Bergstra
et al., 2013). In the given case that the top results of the
same model were close to each other, and of different
nature structurally, two versions of such models were
kept (XGBoost, SVR). The actual parameters of all 9
chosen regression models can be seen in Appendix D.

In addition, TabNet (Arik and Pfister, 2019), a deep
learning approach released in late 2019 by Google Re-
search was also tested. TabNet uses sequential attention
to choose which features to reason from at each decision
step, which the authors claim it enables interpretability
and more efficient learning as the learning capacity is
used for the most salient features.

4.3. Training and evaluation of single models
Ensemble methods usually provide a stronger gen-

eralization response (Marinescu et al., 2020), which is
why many winning solutions on Kaggle competitions
are ensemble models (Bansal, 2018). In order to pursue
this goal, different strategies were used throughout the
design of the experiments, that fall into the ensembling
category:

• Out-of-fold prediction: The evaluation of the
models will be made using a set of out-of-fold pre-
dictions in a cross-validation loop fashion (see Fig-
ure 4).

• Bagging: This strategy can be seen throughout dif-
ferent parts of the whole process. Bagging-based
models are used (CatBoost, XGBoost, ExtraTrees).
Models will be trained with different initialization
settings and their predictions will be averaged. Af-
ter a model has been trained in a fold, it will pro-
vide a prediction for the test set, which will ulti-
mately be averaged for the same model, across all
folds.

• Boosting: Boosting models (based on an ensemble
of decision trees) were used (CatBoost, XGBoost).

• Average: As an extra final prediction, the average
across multiple models’ predictions will be com-
puted, both simple and weighted.

• Stacking: First level predictions (from models that
train directly on the original data set) will be com-
bined with or without the original data set to create
a new training set for second level meta-models.

11.6



Prediction of clinical status, ADAS-Cog13 score and ventricles’ volume using an ensemble of regression models 7

Figure 4: Training and evaluation strategy example with 3 folds, instead of the 10 used in the proposed work, for simplification. As we can observe,
at each loop or fold, the model predicts a section of the validation set as well as the test set. After all folds are looped through, we are left with the
whole out-of-fold validation predictions as well as with a test set prediction, that is the average of all the model predictions that made throughout
the loops.

Training the models to the whole data set without any
evaluation could unknowingly lead to overfitting; the
same could happen if we have a validation set that is too
similar to the training set, but not to the testing one: the
validation of our methods could be inflated with respect
to their evaluation in the test set. The benefit of using
out-of-fold predictions is that it allows us to both have
a better evaluation of our models, since we evaluate it
in slightly different scenarios, and with a different set,
while it allows us to eventually train with all the data
set (aggregating the different folds). The two aforemen-
tioned positive aspects of this strategy are lost by using
a single holdout validation set.

For the purpose of avoiding the aforementioned is-
sues two validation strategies are proposed, namely Last
and Blind:

Last mode. The Last mode will evaluate the models
on the last entry of the subjects in the D2 data set. This
will give the most information possible to the models,
which should translate in a better prediction. However,
it might also lead to an inflated validation score, because
of the extra information on the subject (and the subject’s
historical features), since all entries except the last ones
will be considered during training.

Blind mode The Blind validation will evaluate the
models on subjects that are not present during the train-
ing. Although in this mode the conditions for the mod-
els are much harsher than the real task (predicting a fu-
ture entry of a known subject), it should exhibit a good
generalization behaviour, avoiding overfitting to the val-
idation set, which could tarnish the ensemble perfor-
mance.

We divide the subjects in the validation data set into
10 folds stratified by the number of entries per subject.
Each loop during training, models that had the possibil-
ity of accepting a selected data set to be used for early
stopping trained on 80% of the validation subjects, used
10% of them for early stopping and predicted the out-
comes from the remaining 10%. The models that did
not have early stopping used 90% of the subjects for
training, and 10% for testing. This was done 10 times
in order to loop through all 10 folds of the whole vali-
dation data set.

The structure of the architecture for training one
model can be seen in Figure 4, while a whole overview
of the experiments is shown in Figure 5.

The same metrics of the challenge will be used to
compare the obtained results or our work to the state-
of-the-art. However, since the number of data entries
per subject has a wide range (2 to 19), and even wider
after time-warping (1 to 171), by evaluating the MAE
directly we would be giving considerably more weight
to subjects with a high number of entries. This statistic
can still be useful as a measure of how the model is able
to perform on average for a wider range of prediction
time lengths, but since the entries are not at all inde-
pendent, we propose an alternative to the direct MAE,
which is the mean of the subject-wise mean of the ab-
solute errors. This can be seen as a stratified MAE, as
seen in Figure 6. The equation is as follows:

MAEstrat =
1
m

m∑

s=1


1
ns

ns∑

i=1

|ŷi − yi|
 (6)

expanding on the variables of the equation (5) with m
being the total number of subjects and ns the total num-
ber of training entries for subject s.

4.4. Ensemble predictions
For the ensemble (to provide full predictions of the

test set), various approaches are proposed: the mean of
all model predictions, and the weighted version of the
mean. Using a linear combination of the models and
evaluating on the out-of-fold predictions is a manoeuvre
that has stronger smoothing characteristics than using
a meta-model, just by assessing their complexity level.
Weighting the different models, thus, is a great resource
to allow us to combine the different models in order to
achieve a better score, but even so, its performance is
heavily dependant on how much the validation and test
set are alike. That is why the simple mean of predictions
is considered as well.

In order to perform the weighted ensemble, this initial
path was explored:

• Removing highly correlated models. Diversity is
a key point to be able to get different information
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Figure 5: Global overview of the main strategy used in the proposed work.

Figure 6: MAE stratification per subject. To account for the vast dif-
ference in subject entries, and therefore prediction per subjects, we
propose an evaluation that compensates the imbalance by averaging
subject-wise metrics.

from different sources. Spearman’s rank correla-
tion coefficient was used for the analysis.

• Removing “bad” performing models (according to
the evaluation scores). If we add models with very
bad scores, they might make it more difficult to
achieve better ensemble scores.

• Weighting the models according to their evaluation
score, with different transformation functions.

However, the best performing ensemble is not nec-
essarily the union of the best models (evaluated indi-
vidually), and if it is, how many models should be
taken? How should the weights be decided? The above
strategy relied on many untested questionable assump-
tions. Therefore, a second strategy was chosen over
the first one: All the models’ predictions would be fed
into a Genetic Algorithm4 that would explore different
weight vectors (as DNA) in order to find a good work-
ing “team” (ensemble) out of all the available “players”
(models). The genetic algorithm quickly provided a set
of weights that had a better response in the validation
set. This experiment was run several times (10) in or-
der to have a more reliable answer, since we would not
know if the algorithm was stuck on a local minimum.
Another advantage of this method is that it can auto-
matically filter out models by giving them low weights.
The parameters used for the genetic algorithm were as
follows:

‘max_num_iteration’: 3000,

4github.com/ahmedfgad/GeneticAlgorithmPython

‘population_size’:100,

‘mutation_probability’:0.1,

‘elite_ratio’: 0.02,

‘crossover_probability’: 0.5,

‘parents_portion’: 0.3,

‘crossover_type’:‘uniform’,

‘max_iteration_without_improvement’:100

5. Results

As mentioned earlier, the metrics used to evaluate
the different models in the validation set were the same
used in the challenge (see section 2.2), with the addition
of the stratified MAE. Confidence intervals were calcu-
lated empirically with the percentile bootstrap method
(Carpenter and Bithell, 2000), since the distribution
from where the statistic was taken did not follow a
Gaussian distribution (see Appendix C).

The presented results are structured in three sub-
sections: first the results on the validation set (D2) are
shown, then the results on the test set (D4) are pre-
sented, finishing with a comment on the TabNet deep
learning approach.

5.1. Validation results

For simplification, only the most relevant results of
the experiments will be described here, since by com-
bining 46 models, 2 data sets, 2 data modalities (lon-
gitudinal and cross-sectional), multiple validation sets
(Blind, Last entry/ies), bagging and automatic feature
reduction, the total number of experiments amounts to
a very high number (over three thousand). To be no-
ticed that this estimation is without involving multi-
level stacking. Even so, the code was prepared to ex-
ecute any of the combinations. The decisions of what
strategy to use were made by testing such strategy vari-
ations, looking at the best single model score evaluated
in the validation set, since it would set up a baseline for
the ensemble to improve upon. These decisions will be
listed in the Discussions section as they reflect on the in-
terpretation of the results. Statistical significance of the
results was made to the experiments that were chosen as
final ones, described further below for each of the tasks.
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Task 1: Clinical diagnosis. As observed in Figure 7,
most of the models alone were able to reach high results,
with the highest being 0.918 (0.915-0.921 95%CI). On
top of that, by performing a weighted average of all
the models’ probabilities, we are able to increase the
performance to 0.931 (0.929-0.934 95% CI), with a p-
value <0.05 vs all the other models. The simple aver-
age also provided good results, at 0.923 (0.920-0.926
95% CI). Figure 8 shows the receiver operating charac-
teristic curve for the two ensembles in the validation set,
which is widely extended in the literature. To better per-
ceive the selected strategy differences, Figure 9 shows
the mAUC (with bars for the 95% CI), comparing the
best single model and the different ensemble strategies
with the longitudinal and cross-sectional data set.

Figure 7: Task 1 validation mAUC scores for the 9 models + en-
sembles (mean and weighted mean), with 95% CI as per percentile
bootstrapping. Longitudinal information was used. Models listed in
Appendix D.

Task 2: ADAS-Cog13. In this task, the weighted mean
ensemble managed to break the barrier of 4, obtain-
ing a MAE of 3.92 (3.86-3.97 95% CI), while the sim-
ple average reached 4.32 (4.27-4.37 95% CI). Figure
10 shows the distribution of the validation scores. In
this task as well, to better perceive the selected strategy
differences, Figure 11 shows the MAE (with bars for
the 95% CI), comparing the best single model and the
different ensemble strategies with the longitudinal and
cross-sectional data set.

Task 3: Ventricles’ volume. We can observe good re-
sults for all the models (Figure 12), since the best chal-
lenge result was 0.41. The weighted mean provides
promising results, with a % ICV MAE of 0.133 (0.130-
0.136 95% CI and <0.05 p-value wrt the rest of the
individual models), while the simple mean provides a
worse validation score at 0.181 (0.178-0.184 95% CI).
For this task as well, to better perceive the selected strat-
egy differences, Figure 13 shows the MAE (with bars
for the 95% CI), comparing the best single model and
the different ensemble strategies with the longitudinal
and cross-sectional data set.

5.2. Test results

The results mentioned in the previous sub-section
would serve to compare to other results obtained by test-
ing on the D2 data set, and helped us decide on the final
proposed methods. However, the challenge only made
public the metrics from the D4 test set. Table 2 shows
our obtained results in the D4 test set and also the ones
reported5 by the best three state-of-the-art methods in
each of the challenge tasks. Note that our approaches
were able to improve results in all the three tasks.

5.3. TabNet

In the original paper, considering 10K to 10M sam-
ples, the range of Nsteps ∈ [3, 10] is said to be optimal.
We tested a number of them to tune the net, and the re-
sults can be seen in Table 3.

6. Discussion

In this section we will discuss the findings of the ex-
periments for the different strategies that lead to the final
ones presented at the end. All statistical analysis is done
on the validation set.

Validation modality. The results from evaluating only
the last entry for each subject were very good. Ac-
tually, they were so good metric-wise that they were
probably overfitting, with the best single model scoring
over 99% mAUC for clinical diagnosis, 2.12 MAE for
ADAS-Cog13 and just under 0.06% ICV for the ventri-
cles’ volume. This strategy was discarded as a precau-
tion, and the subsequent tests were done by the Blind
validation mode. The alleged overfitting is assumed to
be due a disparity between the test set and the validation
set, even though the results were valid on their own.

Automatic feature cleaning. By reducing the number
of features fed to the models we reduce the overall
complexity, and if the removed features did not con-
tribute much, the models might even have an easier time
converging to a good solution. The computation was
much faster (2.6, 6.6 and 9.0 times faster for tasks 1,
2 and 3, respectively), albeit the results were slightly
worse. Comparing the weighted ensemble predictions
we find that the raw version is statistically higher (p-
value <0.0001 in all three tasks). Since results were a
primary objective, the non-cleaning method was cho-
sen.

Data set. The smaller data set provided faster and
slightly better results, so the choice was straightforward.

5https://tadpole.grand-challenge.org/D4 Leaderboard/
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Figure 8: Task 1 ROC curves for the ensembles (mean and weighted mean). Classes 1, 2 and 3 are NC, MCI and AD, respectively. Data used was
longitudinal. We can observe the one-versus-all AUC scores for the three classes.

Table 2: Comparison of the results in the challenge test set. The three best results of the live leaderboard are shown
along with the proposed two ensembles and the two best models (according to the validation evaluation). We also
show the results of TabNet and of the ensemble of 35 classification models.

Figure 9: Task 1 validation mAUC scores for the best model, ensem-
bles (mean and weighted mean) and TabNet, with 95% CI as per per-
centile bootstrapping. Longitudinal data and cross-sectional are com-
pared. The mAUC is calculated across all entries.

Bagging (seeding). Having fixed the previous exper-
iment settings, this rather simple strategy of averag-
ing the same model with different initialization settings
managed to improve a bit the results of the first task.
However, for simplification, we present all the follow-
ing results without this bagging strategy. Moreover, the

Figure 10: Task 2 validation MAE scores for the 9 models + ensem-
bles (mean and weighted mean), with 95% CI as per percentile boot-
strapping. Models listed in Appendix D.

way that the models ensemble their bagged predictions
would lead to extra experiments as well. We used the
mean, but the median could have been used as well.

Stacking. By using the first level models predictions as
features, with or without the original features, meta-
models were trained. The results were suspiciously
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Figure 11: Task 2 validation MAE and stratified MAE scores for the
best model, ensembles (mean and weighted mean) and TabNet, with
95% CI as per percentile bootstrapping. Longitudinal data and cross-
sectional are compared

Figure 12: Task 3 validation MAE scores of % ICV for the 9 models +

ensembles (mean and weighted mean), with 95% CI as per percentile
bootstrapping. Models listed in Appendix D.

good as well, so in fear of overfitting, this strategy was
discarded at the current configuration.

Weighted ensemble. By allowing our architecture to op-
timise a better combination of model predictions we saw
how it constantly got better results (p-value <0.0001 in
all three tasks against the best single method). The high
adaptive flexibility of this strategy can be seen in Fig-
ure 14, where, for example, the second model has a lot
of weight for the first task, but barely any weight for the
third task. We can also observe how the third and fourth
models (both XGBoost with different parameters) were
consistently picked as valuable models. The downside
of trying to optimize results is that you inevitably fit
to the set you are evaluating your models with, and as
stated earlier in this document, if the test set does not
have the same representative population as the valida-
tion one, difference in performance is to be expected.

Mean ensemble. The direct mean method is a powerful
strategy in the sense that it listens to all models equally,
meaning it is less prone to being sensitive to a single

Figure 13: Task 3 validation MAE and stratified MAE scores for the
best model, ensembles (mean and weighted mean) and TabNet, with
95% CI as per percentile bootstrapping. Longitudinal data and cross-
sectional are compared

Table 3: Performance of TabNet with respect to the
number of steps. The metrics for the three tasks are
mAUC, MAE and MAE, respectively. We can observe
how increasing the number of steps quickly leads to
overfitting.

Steps # Task 1 Task 2 Task 3
1 0.905 4.365 0.226%
2 0.908 4.443 0.222%
3 0.899 4.474 0.269%
5 0.893 4.985 0.238%
8 0.875 4.825 0.361%

model overfitting in the validation set, and although be-
hind in performance to the weighted mean in the valida-
tion set, it outperformed all published challenge meth-
ods in the test set. A key factor is without doubt the
variety in the models, since it will benefit both the di-
rect mean and the weighted mean ensembles. We can
observe the correlation coefficient of the models’ pre-
dictions using Spearman’s method in Appendix B.

Results. Given the predictive power of the proposed
work relative to the current entries for the same chal-
lenge, we conclude that it sets up a new benchmark for
the early prediction of neurodegenerative evolution of
Alzheimer’s Disease for all three of the challenge tasks.
As seen in Table 2, although XGBoost really stands out
in clinical diagnosis and ventricles’ volume, the mean
and weighted mean are more stable as a method, es-
pecially if we take the validation scores into account,
where the models were tested by predicting multiple en-
tries (27712, 27896 and 15700 for tasks 1, 2 and 3, re-
spectively) for 896 subjects, instead of the 219 subjects
seen in the testing set.

Deep learning. As we could appreciate in the Re-
sults section, the performance of TabNet that resulted
from our experiments falls behind our proposed method.
Most likely, this novel deep learning method could ben-
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Figure 14: Percentage of total weights given to the 9 regression mod-
els, for the three tasks. It can be observed how different models are
better suited for different tasks. If the bar is not seen it means that its
weight is approximately zero. Models listed in Appendix D.

efit from more data, as we observed that results from
increasing its number of steps (within the range pro-
posed in the original paper and beyond) got worse (see
Figure 3). As more information is gathered and exist-
ing data sets expand, TabNet’s performance could see
an improvement. Another deep learning approach with
minimalRNN proposed by Nguyen et al. (2020), who
participated in the challenge and just recently published
their latest results having improved on the method after
the challenge was over, is also underperforming com-
pared to our proposed approach. Lastly, it is worth men-
tioning that a total of five teams used recurrent neural
networks in their submissions, and another one used a
deep fully connected network. None reached the per-
formance of our proposed method.

Interpretability. Unsurprisingly, the “time to predict” is
in the top 2 of feature importance for all tasks, since the
model will adapt the prediction to the point in time that
we ask it to. The other strong feature that makes the
top 2 (as per the CatBoost ranking) is a historical mea-
sure of the variable to be predicted, as it is the last direct
reference point. Another point to be made in terms of
interpretability is to ask what is it that the models can
predict exactly in time: since we evaluate on all pos-
sible time ranges, we lose the possibility of discover-
ing that perhaps a model can have an extraordinary pre-
diction power up until a certain period. Undoubtedly,
data availability limits the amount of stratification we
can make in order to study different prediction ranges.
On the other hand, the current method is a one-fits-all
solution that can predict all known time-points within
the data set (from a few months till years ahead, as we
can observe in Figure 15), with its own advantages over
a more restricted method.

7. Limitations

Three main limitations are discussed: data, target
variables and method.

Figure 15: Time-to-predict (in years) for the different tasks in the val-
idation set. We can see the wide spread of the data. The difference
between the tasks is related to the availability of their respective la-
bels.

Data. Data can be a limitation in terms of comparabil-
ity or global assessment. While it is safe to compare the
results with other methods that use the same data, it can
be tricky to compare with approaches that use other data
sets, or to infer actual real-life performance. The ADNI
database was reportedly promoted as a solution to over-
come the limitations of the clinical and neuropsycholog-
ical tests available for monitoring disease progression at
that time (Mueller et al., 2006).

The test set was derived from an early stage of the
ADNI3 batch, which currently has over 700 rollover
subjects. This higher number can be more informative
than the 219 subjects used in the challenge, which might
suffer from a small sample size. Future evaluations of
the predictions on multiple entries of multiple subjects
could provide a better estimation of the predictive power
of different strategies.

As we expand in more detail in the Future work sec-
tion, while it is necessary to acquire data for experi-
ments and methods comparison, old data can lack the
newest biomarkers or acquisition protocols. While it
can still serve as a baseline for comparable results, ne-
glecting the use of the most up to date methods could be
a barrier for breaking the ceiling of the current state-of-
the-art.

Target variables. As stated by (Marinescu et al., 2020),
clinical diagnosis has only moderate agreement with
gold-standard neuropathological post-mortem diagnosis
(Beach et al., 2012). With the advent of post-mortem
confirmation in ADNI, future challenges might address
this by evaluating the algorithms on subjects with patho-
logical confirmation. Similarly, ADAS-Cog13 is known
to suffer from low reliability across consecutive visits
(Grochowalski et al., 2016), and TADPOLE algorithms
fail to forecast it reliably. However, this might be related
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to the short time-window (1.4 years), and more accurate
predictions might be possible over longer time-windows
when there is more significant cognitive decline. Ventri-
cle volume measurements depend on MRI scanner fac-
tors such as field strength, manufacturer and pulse se-
quences (Han et al., 2006), although these effects have
been removed to some extent by ADNI through data
preprocessing and protocol harmonization. Moreover,
scans from subjects with later-stage dementia are more
difficult to segment, potentially due to increased motion
and lower grey-white contrast (Henschel et al., 2020).
Specifically, the increase in ventricle volume, subse-
quent shrinkage of GM and/or increased white mat-
ter lesion load can have a profound effect and are fre-
quently difficult to segment with traditional neuroimag-
ing pipelines such as FreeSurfer, which is the tool used
in the pipeline to extract MRI regional volumes, includ-
ing the ventricles.

Method. Since the modelling of the disease progres-
sion is left up to the ensemble, and by extension to the
different models used, no clear boundaries are set up
which could prevent possible egregious errors (if any).
On the other hand, our general method has the poten-
tial to skip possible limitations of using such guided
strategies (Event Based Modelling, Disease Progression
Modelling, etc.), like the oversimplification that occurs
when underestimating the number of pattern groups or
the choice of biomarkers, which could be missing on
possible confounders.

8. Future work

Further research on this work could explore different
paths, that we divided into two categories: Method and
Alzheimer’s Disease.

Method. Given the highly automation and flexibility of
the proposed framework, it could be very easily applied
to other problems, be them neurodegenerative disease-
based or not. As a matter of fact, even though the data
was the same, the whole framework was used to predict
three different variables, which achieved results com-
parable to those of the state-of-the-art. Some selected
expansion points on this line could be:

• To automatically expand both the training and test
set with noise (small variations to feature values).

• To try different strategies for missing values impu-
tation .

• To explore different feature selection methods.

• To automatise interpretability of the results, and to
be able to trace back the most useful models, strate-
gies and features.

Alzheimer’s Disease. Having achieved the aforemen-
tioned results, it could be interesting to see if we could
model the disease progression for differently detected
groups. Combining a carefully designed disease pro-
gression curve with the capability of machine learning
models to extract information out of features that are
most likely related could produce a cleaner output, and
easier to interpret.

Exploring other aspects of the Alzheimer’s Disease
along with the known biomarkers could open a door for
better understanding the disease and needs of the per-
son, which could not only help the subject but also the
caregivers. Furthermore, specially designed clinical tri-
als could have more tools to monitor the effectiveness,
and as a first instance, to more correctly choose the par-
ticipants.

Research on new biomarkers and tests is ever advanc-
ing. While it is very handy to have a database as big
as ADNI, older data is not necessarily up to the cur-
rent knowledge. For example, (Palmqvist et al., 2020)
just recently proposed to examine plasma tau phos-
phorylated at threonine 217 (P-tau217) as a diagnostic
biomarker for AD, and while “further research is needed
to validate the findings”, it is a promising avenue, espe-
cially if it can end not only in more precise tests but
also faster cheaper and safer. As a clarification, ADNI
is adapting the protocols and introducing new biomark-
ers as research advances.

Additional exploration paths that were not covered
specifically in Methods above:

• Changing the current “prediction at a given time”
to “time to prediction” might be more useful from
a clinical perspective.

• Discuss with clinical experts on the field as well
as with patients what unanswered questions could
have a bigger impact on different aspects (health,
quality of life, cost, potential clinical trials for drug
tests, etc).

• Tuning models specifically for the task they have
to predict, focusing on one task at a time.

• A better understanding of the progression of the
variable to predict can be used as a prior to the
models to make sure we avoid impossible situ-
ations, such as the ventricles’ volume abruptly
shrinking in size, or someone scoring a number out
of the table for ADAS-Cog13.

9. Conclusions

In this master’s thesis we proposed an architecture
to extract information out of a set of features from
biomarkers together with different ensembles of regres-
sion models. The developed modular and adaptive
architecture was tested against the best results (with
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the most recent update being from June 2020) of the
TADPOLE challenge (for Alzheimer’s Disease predic-
tion) using the same data. The proposed method had
a predictive power on the three challenge tasks (predic-
tion of clinical status, ADAS-Cog13 and ventricles’ vol-
ume) comparable to the current state-of-the-art, achiev-
ing the first ranking position in all of them.

Statistical analysis was made to evaluate and better
understand the models and ensembles. The experiments
showed that training and predicting from longitudinal
data proved to perform better than predicting from a sin-
gle time-point (cross-sectional data).

The obtained results suggest that they could be used
for a future estimated evaluation of a patient’s state, al-
lowing in turn a better subject selection for clinical tri-
als. Furthermore, the generic and adaptive nature of the
framework presented in this work proved successful for
different tasks, and could also be used for other prob-
lems.
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Appendix A. Data

Demographics of the different data sets, to be read
vertically for each data set, or horizontally to compare
different data sets among them.

Table A.4: Demographics

Appendix B. Correlation of regression models’ pre-
dictions

Using the spearman method we display the correla-
tion of the predictions among all of the regression mod-
els used in the ensemble.

Table B.5: Correlation of models’ predictions

Appendix C. Test of normality

The Shapiro-Wilk test of normality (Shapiro and
Wilk, 1965) returned scores of 0.74 and 0.70 for the ab-
solute errors of tasks 2 and 3 predictions, respectively.
The shape of the histograms (not shown) are positively
skewed, as expected from the absolute of an error cen-
tered around zero. In addition, the following figure
shows the probability plot for the normal distribution
against the distribution from which the average should
be computed to provide the MAE for tasks 2 and 3.

Figure C.16: Probability plot for normal distribution against the absolute error of the validation predictions in the ADAS-Cog13 task
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Appendix D. Regression models’ parameters

These are the parameters used for the 9 regression models used in the ensemble of this work, as returned by automatic
optimization to the Task 3 using hyperopt and cross-validated gridsearch from sklearn.
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Abstract

Multi-label classification of large 3D CT volumes can pose many challenges that can affect the performance of a
model. Such factors include the sheer large sizes of the 3D volumes, inter-dependencies within classes, presence
of unwanted features, as well as similarities that exist between numerous slices. Although Residual Networks have
been proven to have positive impact in multiple deep learning tasks, their full potential is limited with the presence
of the above-mentioned challenges in the task at hand. In recent years, to help prioritize useful features, Squeeze and
Excitation modules have been introduced whose goal is to utilize and propagate channel inter-dependencies with an
enhanced spatial encoding achieved by adaptive reconstruction of features learned, thereby prioritizing and advancing
relevant features and subduing weak one. This strategy has been used extensively in other natural imaging tasks such
as object detection in robotics, human action recognition, as well as in medical imaging tasks such as pulmonary node
detection in lungs and brain tumor segmentation but in a limited and reserved manner. In this paper, this strategy is
taken to the next level with multiple, directly linked Squeeze and Excitation modules inspired by the need for larger
image volumes requiring recurring feature recalibration. We aim to enhance and take advantage of the previously
boosted features in the network immediately rather than in later stages, and to do so with almost no additional compu-
tational cost. This strategy is applied to a multi-organ, multi-label disease classification task for body CT, specifically
for normal vs. four diseases each in three selected organ systems: lungs/pleura, liver/gallbladder, and kidneys. Re-
sults show a steady increase in receiver operating characteristic (ROC) area under the curve (AUC) performance across
almost all the organs and disease labels up until an optimum point and a gradual decrease thereafter.

Keywords: Computed Tomography, deep learning, multi-label classification, Chained Squeeze and Excitation, 3D
CNN,

1. Introduction

Computed Tomography (CT) is one of several med-
ical examination modalities used by physicians in pro-
cedures. Examples include detecting and monitoring of
severe diseases such as cancers and stones, abnormal-
ities, locating and monitoring tumors or any other in-
fections, and even diagnosing the presence of vascular
diseases that may prove to be fatal through strokes or
kidney failure to name a few. CT scans are based on
X-ray projections taken at various angles that are recon-
structed to yield cross-sectional images of the area being
monitored that include many anatomical structures such
as bones, soft tissues of organs and even blood vessels.
Since CTs scans are composed of many stacked 2D im-

ages, they have larger storage requirements which have
a direct impact on training strategies of deep learning
models.

As a non-invasive procedure, CT has revolutionized
modern healthcare, and thus resulted in exponential in-
crease in its use over the past few decades, therefore CT
has become one of the most common imaging modali-
ties used for diagnosis and treatment of diseases along-
side MRI, Ultrasound, and Nuclear Imaging to name
a few. A study done by Rebecca et al. was aimed at
understanding radiation dose associated with common
computed tomography examinations which included a
study of the widespread use of CT in medical institu-
tions [25] . A study from 2007 [6] and 2018 [9] show
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the number of CT examinations performed in the United
States alone. Roughly 72 million scans were done in
2007 and about 80 million in 2018, which goes to show
the increase in scans being performed. In another study
performed by Ingrid et al. the authors conduct a study to
investigate radiologist’s attitudes, activities and usage of
CT imaging examinations, which concluded that a large
percentage of radiologists in the United States not only
perform CT examinations, but also read studies on CT
screening, mostly towards lungs CT and CACS (Coro-
nary Artery Calcium Scoring) for heart warnings against
potential heart disease risk [14]. This goes to show the
importance and rapid growth of computed tomography.

With such high volumes of scans being performed
and with increasing number of patients taking them, it is
vital that doctors are able to detect and isolate areas of
interest within the scan much quicker, which is a very
tedious task. This is why having the right Computer
Aided Design (CAD) system, which are computer sys-
tems that aid in analysis of medical data, to assist doc-
tors in their diagnosis is key to keep up with the ever-
increasing load. To overcome this challenge of assist-
ing doctors for quicker localization, several computer-
aided-detection (CAD) methods have been developed
over the past decade. Many researchers have proposed
and developed such CAD systems that help in detection,
localization, segmentation and also classification using
neural networks, one such example being convolutional
neural networks. Wentao Zhu et al. in their study pro-
pose DeepLung, an automated lungs CT cancer diagno-
sis system that utilized CNNs in a dual path mechanism,
where the first task is to detect and localize nodules in
lungs, and then followed by a subnetwork for classifica-
tion [3].

Convolutional Neural Networks (CNN) have made
their mark with their superior performances in computer
vision tasks [26][23][16]. The core idea behind the con-
volution operation is to create filters that express local
patterns within an image and eventually a representation
of the image at various hierarchical depths. The ques-
tion that many researchers are trying to answer is how
do we know which features are most representative and
important for the given task such that performance can
be improved? To answer this, many neural network ar-
chitectures have been proposed that target smart use of
features. One example is by C. Szegedy et al. where the
authors introduced Inception, a well-known deep learn-
ing architecture that uses a mutli-scale approach to fea-
ture creation with different kernel sizes [7]. Another
example of unique feature reuse is by Sean Beal et al.
where they introduce Inside-Out-Net (ION) which is an
architecture innovation that relies on not just informa-
tion present in the region of interest, but also outside of
it [24]. They make use of information extracted at dif-
ferent levels of abstraction and concatenate them. Both
these papers being publish in CVPR 2015 which is a
top journal indicates the importance and potential that

feature engineering can bring, the former being cited a
little under 10,000 times while the later over 600 times.

In my study, I explore an architectural unit called
Squeeze and Excitation as proposed by [17] which is
another creative architectural innovation that aims to
exploit the relationship between channels. The main
objective of using this unit is to aid adaptive feature
recalibration from the channels generated after convo-
lution operations, such that discriminative features are
given preference over non-essential ones. There are
many added benefits in using this unit. Firstly, they
can be inserted into any architectural design at any
depth, thus highlighting its versatility. Second, they
come with little-to-none additional computational cost
with a small increment in model complexity but bring
about consistent performance gains as seen later in this
study. Thirdly, the roles they play when placed in dif-
ferent depths of the network vary, making them adap-
tive. Placement in earlier layers focus on significant
lower level features while later use focuses on ampli-
fying higher level features.

In a previous study, single Squeeze and Excitation
(SE) blocks were applied on 2D images from ImageNet
with dimension of 256 × 256 [17]. The amount of in-
formation present in these images is significantly lower
than the data being dealt with in our study since CTs
are three-dimensional volumes with large space require-
ments. Additionally, since SE blocks aim to propagate
relevant features, I hypothesize that larger image vol-
umes require more than one of these units to extract use-
ful features. Therefore in this study, I propose a network
that uses a chain of SE blocks motivated by the belief
that with large amounts of information present in 3D
CT volumes, single SE blocks are insufficient to meet
the demands of the generalizing network built on this
dataset.

2. State of the art

2.1. Single vs Multi-Label
The difference between a multi-label and multi-class

problem should be understood before moving forward.
A multi-class classification assumes that a given image
can fall within only one class out of multiple, while a
multi-label classification allows a certain image to be
labelled with more than one tag, where each tag can re-
semble the presence of certain target objects. Due to the
relatively new field and to its complexity, multi-label ap-
proaches have been lesser experimented with than sin-
gle class problems such as nodules in lung, lesions in
liver and cysts in kidneys.

Since this study is focussed on a multi-label study, it
is important to know the advancements in both single
as well as multi-label problems. In the area of lung CT,
sufficient research has been done seeking to solve single
label problems. For example, Y. Xie et al. aim to clas-
sify malignant and benign lung nodules on Chest CTs
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[4]. In this particular example, they too had to overcome
the challenge of lack in large training data by designing
and developing a multi-view approach to take advantage
of the limited Chest CT data available. To salvage the
little data available, they developed a model that breaks
down a 3D nodule into nine different views and for each
view, a sub-model collects “knowledge” or information
about the nodule from that view such as the general ap-
pearance and shape. This collection of information from
each view is termed “knowledge based-collaboration”
(KBC) sub-model by the authors, which allows for a
multi view KBC (MV-KBC) network to be trained once
all nine sub-models have collected their respective in-
formation, and the final model used to classify the lung
nodules based on the adaptive weighing scheme learned
during training. In a study [12], the authors rely on an-
other technique to tackle the lung nodule detection prob-
lem. The general idea behind their work was to make
use of a combination of two groups of images where
the first consisted of original lung CT patches, while
the second had binary images made after complex pre-
processing enhancements of their respective patches in
the first group. Finally, the combined original and pre-
processed images were grouped and fed to a deep learn-
ing network.

Similarly, for Liver CT, following are single label
studies done. F. P. Romero et al. , use a straightfor-
ward approach to discriminate between cancerous and
non-cancerous liver lesions in abdominal CT images
[2]. They used existing architectures such as Incep-
tion for feature extraction with residual connections to
reinforce features. By simple use of existing architec-
tures and advancements to produce accuracies of over
0.96. In another study [8], the authors propose a net-
work that focusses on feature engineering and reuse to
tackle the problem of liver lesion segmentation. Their
network is a solution to the problem of 2D methods not
performing well on 3D data, and 2.5D and 3D meth-
ods having too high levels of complexity. Here, they
propose a “feature fusion” method with attention mech-
anism which combines features from varying levels of
complexity (high level and low level) to get competitive
results in the MICCAI 2017 Liver Tumor Segmentation
(LiTS) Challenge.

Similarly, for Kidney CT, here are related tasks. Au-
thors X. Yan et al. segmented kidney tumors in CT
images by using a hybrid model combining two net-
works, where the first network provides an approxi-
mate segmentation of the kidney along with the tumor,
while the second network refines the initial segmenta-
tion [29]. This method is shown to be memory efficient
by attaining state-of-the-art results with reduced com-
putational demand. In another study, Q. Yu et al. pro-
pose a new architectural structure for tumor segmenta-
tion in CT images called the “Crossbar-Net”. Here, the
concept involves using a horizontal and vertical patch
to extract information and train two sub-models with a

cascading fashion which are aimed to complement each
other’s errors in segmentation until convergence [30].
This was extended beyond the use in kidney, but also
in the segmentation of cardiac MR images and X-ray
breast masses with comparable results with state-of-the-
art

To the best of my knowledge, there are very few
works that have experimented with multi-labelling tasks
due to the assigned complexity that comes with it. In a
study, the authors have made use of multi-label learn-
ing as a way to quantify emphysema distribution by dif-
ferential diagnosis of lung pathologies of five lung tis-
sue patterns [21]. The method proposed not only di-
agnoses, but also attempts to quantify the severity and
spread of emphysema in the volumetric 3D CT scans.
Their approach made use a two-step approach similar
to this study where volumetric segmentation of the lung
is performed to differentiate is from the rest in the CT
image, after which a multi-label models are used for the
classification. The results obtained from their pipeline
is compared to the diagnosis done by the radiologists to
understand how well their proposed models have per-
formed.

The need for labelled data to feed the data-hungry
deep-learning models of today has been a problem that
researchers have been working on for a long period
time. Fortunately, with the improvements in Natu-
ral Language Processing technology, the ability to ex-
tract relevant information from reports have made great
progress. Vast amounts of radiological studies per-
formed on patients along with their respective radio-
logical reports are stored in the Picture Archiving and
Communications System (PACS) and electronic medi-
cal records systems in medical institutions. Researchers
have made several attempts to extract the knowledge
stored in these systems. X. Wang et al. introduced a
new database called ChestX-ray8 which is collection of
chest X-ray examinations, and have used natural lan-
guage processing to extract a maximum of eight dis-
ease labels from the text-only reports associated with
these scans, where cases may have more than one asso-
ciated disease label attached to them [28]. The goal of
their work was to make available large sets of publicly
available labelled cases that can spark advancements
and keep up with the demand of labelled data of many
deep-leaning models of today. Other work was done
by fellow researchers that have labelled CT cases using
rule based models which will be described in more de-
tail later in this study [27].

To summarize, current deep learning systems require
a lot of training data that are sufficient for the models
to learn the relevant features for good performance on
unseen data, but due to insufficiency of annotated ex-
amples, radiologists manually provide the annotations,
which is a time-consuming process and is an unreason-
able long term solution. Unfortunately, with the in-
crease in complexity of today’s deep learning models
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Figure 1: Lung: Data distribution between Training, Validation, and Testing Sets

which are ever more data-hungry, and with the slow
pace of annotated samples, there lies a bottleneck.

2.2. Squeeze and Excitation

Convolutional Neural Networks (CNN) have made
tremendous advancements in recent times and have
proven to be real effective when used in various vi-
sual tasks [26][23][16], where the underlying idea be-
hind convolutions is to create filters that learn certain
representations of the images in both the spatial and
channel-wise domains. From other works [15][7], we
understand that integration of learning mechanisms that
can help identify and extract correlations spatially, and
with no additional supervision, can have great positive
impacts in performance of deep learning models. Deep
learning researchers have understood the potential that
learned features have and thus attempted to engineer
solutions by numerous architectures that focus on fea-
ture engineering, and creative ways to capture relevant
features with proper reuse. Wide Residual Networks
(WRN) use wider networks rather than deeper ones to
yield better performances. Wide networks imply the in-
creased use of kernels, thus creating more features in the
network, but this brings about another challenge: are
all channels relevant? Not every channel of the many
created contribute to the overall result, and with addi-
tional channel information present in the network there
is an inherent increase in the cost of computation. Be-
side the computation cost, there is a point at which in-
crease in channel information can negatively impact the
model performance. To overcome this issue, a new unit

called Squeeze and Excitation [17] aims to find relation-
ships within channels that can help identify and propa-
gate features that are more relevant, and thus improve
the representational quality of networks. The advantage
of using these units is that they have very low compu-
tational requirements and add only slight increments in
model complexities.

Squeeze and Excitation have been investigated in
various studies. In [19], the authors have published
work this year that aims to improve pulmonary nod-
ule detection in lung cancer screening. They propose
“DeepSEED” which is a 3D convolutional neural net-
work with the use of Squeeze and Excitation. They
tackle the class-imbalance problem in this architecture,
by modifying the cross-entropy loss to decrease the
false positive rates that are frequent when dealing with
detections of nodules. The impact of Squeeze and Ex-
citation in their work has been shown to outperform
state-of-the-art detection models by a large margin. In
another study [20], the authors try to deal with the
class imbalance problem, but they propose a network
that uses a “Squeeze-and-Excitation Pyramidal Resid-
ual Network” (SE-PyramidNet) with a following Gener-
ative Adversarial Network (GAN) to generate less rep-
resented classes, which had beat comparable state-of-art
deep CNNs. The use of Squeeze and Excitation im-
proved the identification accuracy thus increasing the
likelihood of generated examples being correct by the
GAN network. In another study done by P. Ghosal et
al. [10], the authors use these units to help improve the
classification performance of brain tumors of MRI im-
ages. They made use of the a simple ResNet-101 with
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attached Squeeze-and-Excitation blocks to get improve-
ments in sensitivity and specificity from other state-of-
the-art performances.

Figure 2: Data Distribution of Lung

Figure 3: Data Distribution of Liver

Figure 4: Data Distribution of Kidney

To summarize, the above-mentioned examples prove
the use of Squeeze-and-Excitation in the medical do-
main, but they really have no bounds in their integra-
tion with works in other fields. In the absence of ad-
vancements that focus on feature engineering, it may be
difficult to design and develop new CNN architectures
which sometimes require extensive trial and error of hy-
perparameters, but by the use of units that focus on the
selective importance of features, great improvements in
model performances can be realized.

3. Material and methods

3.1. Dataset
The dataset used in this study are 3D Chest Abdomen

Pelvis (CAP) CT scans taken at Duke University Health
System from the 2012 to 2017. The downloaded dataset
of cases for each organ type contained a total of 5,044
scans for lung/pleura, 3,835 scans for liver/gallbladder
and 4,770 scans for the kidneys.

In each organ class (lung/pleura, liver/gallbladder,
and kidney), we aim to assign multiple labels to cases.
In lung, the existing labels are emphysema, nodule, at-
electasis, effusion as the diseased labels, and a normal
label when cases lack all abnormalities. As for liver,
the labels are liver lesion, gallstone, fatty liver, dilation,
and normal. For kidneys, the labels are kidney stones,
kidney lesions, cyst, atrophy, and normal. It should be
noted that each case can have multiple labels assigned
to it, for example a case can not only have emphysema
in the lungs but also presence of atelectasis and traces
of effusion. An extensive visualization of the dataset
showing the percentage of cases having no diseases, ex-
clusively one abnormality, and the overlap in the pres-
ence of multiple abnormalities are shown in figures 2,
3, 4. For all three organs, there are many instances of
cases having a single abnormality as well as multiple,
concurrent abnormalities. This is true across all three
organ types being studied.

The available data is divided into 70% for training,
15% for validation, and 15% for testing. Figure 1 shows
the percentage of exclusive and overlapped labelled ab-
normalities in each of the training, validating, and test-
ing sets for lung. It was important that the proportions
are kept approximately similar across all sets. Ensuring
this proper division of cases is a key step in ensuring we
maximize our generalization capacity of models being
developed.

3.2. Case labelling
Similar to previous studies using automated labelling

of images, we took advantage of the information present
in their corresponding radiological reports. To generate
the labels for scans, a rule-based algorithm (RBA) was
constructed that utilized text from over 300,000 reports
of CTs [27]. Radiological reports contain four sections:
scan indication, imaging technique, findings, and im-
pression, but not all sections provide useful informa-
tion that can lead to identifying a label. The section
that had relevant information was the ‘findings’ sections
since this was where radiologists note observations in
the scan and can have detailed information about abnor-
malities in a patient. Other sections were not included
since they provide information on past history, imaging
techniques, and other data that can hinder the finding of
the most appropriate labels.

In that study, a list of keywords were extracted that
can positively identify an organ and also the potential

12.5



Multi-Organ Multi-Label Classification of 3D CT using Chained 3D Squeeze and Excitation 6

Figure 5: Segmentation Network Diagram

abnormalities present in that scan. Radiologists tend
to use a set of common words to describe certain ab-
normalities in specific organs, and by creating a list of
these keywords, it will be easier to discern the likeli-
hood of the reports belonging to one over another. As
much as there are common words, reports can contain
text that are irrelevant to describing a disease or an or-
gan. To overcome this challenge, the term frequency in-
verse document frequency (TFIDF) is used to filter out
relevant words associated with a particular organ. Fi-
nally, the chosen reports taken forward were the ones
where the RBA could positively identify a normal scan
from a scan containing any of the four abnormalities. A
more extensive study can be found here [5].

3.3. Pre-processing

Hounsfield units quantify density of materials in CT
scans. Air having the least attenuation is assigned the
lowest value of -1000 HU (Hounsfield Unit), water is
assigned the value of zero, and the remaining scale up
to a maximum of +3000 HU for metals having highest
attenuation coefficients. In our study, since our focus is
on chest abdomen and pelvic regions, the range of the
HU scale chosen is [-1000, +800] for all lung CT vol-
umes, and [-200, +500] for liver and kidney CT volumes
because these ranges capture the necessary contrast of
the anatomy in question. Once these ranges of HU units
have been clipped, they are followed by a linear trans-
formation for normalization.

Since the volumes are of high resolution and vary-
ing voxel spacing of the CT images from patient to pa-
tient, a resampling step is necessary to ensure smaller
memory requirements but keeping relevant information
and maintaining constant spacing among all 3D CT vol-
umes. All CT volumes were re-sampled to a resolution
with voxel sizes of 2mm×2mm×2mm via B-spline inter-
polations. To ensure segmentation maps are consistent

with modified volumes, they too underwent the same
transformation to maintain consistency.

3.4. Segmentation

The segmentation module is the fist module in the
overall multi-label classification pipeline. 50 labelled
CT volumes were used in its training and testing, where
44 random volumes were used for training and the re-
maining 6 volumes for validation. Here, three well
known CNN architectures were experimented with: 3D
U-Net [22], 3D FCN [18] and DenseVNet [11], and
was later found that DenseVNet was the best perform-
ing, leading to its use as the final chosen segmentation
model in the pipeline. It should be noted that the seg-
mentation model was trained with normal cases only,
therefore the performance dropped with the inclusion
of diseased cases. To overcome this drawback, the base
model’s incorrect segmentation masks of the diseased
examples were manually corrected and fed back to the
network to retrain with the combined normal as well as
corrected diseased cases to get the final fine-tuned seg-
mentation model. More on this can be found here [27].

Figure 5 shows the network structure of the segmen-
tation module. As seen in the above diagram, the seg-
mentation network utilizes information at three resolu-
tions. At each resolution, a convolutional downsam-
pling operation is used to reduce the feature maps by
half creating a dense feature stack followed by a 3D
convolution at different levels with varying number of
filters f. Since the dimensions of the created feature
maps vary at each resolution, they need to be modi-
fied to the same dimensions, which is why upsampling
blocks are used to reverse the action of downsampling
of the convolutional downsampling block. After needed
dimension matching at all levels, the feature maps are
concatenated, and likelihood logits are generated by the
last convolution operation.
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Figure 6: Squeeze and Excitation Block

3.5. Squeeze and Excitation Blocks

The structure and positioning of the Squeeze-and-
Excitation block as illustrated by [17] is shown in fig-
ure 6. The X block represents an input image having
dimensions H′ ×W ′ ×C′ (height,width,channels) being
sent through a transformation Ftr that can apply a cer-
tain transform (such as a convolution) the input X to get
the features as represented by block U having dimen-
sion (H ×W ×C). Since the block U represents the fea-
tures generated, it is passed through a Squeeze and Ex-
citation module which produces modulation weights for
every channel which are later combined with the orig-
inal feature maps of block U to generate feature maps
with altered weights, which can be taken forward in the
network.

Figure 7: Inception Module (left) with its SE counterpart integration
(right)

Figure 8: Residual Module (left) with its SE counterpart integration
(right)

The Squeeze-and-Excitation has two parts as the
name suggest: a squeeze followed by an excitation. The
Squeeze operation’s main objective is to generate per-
channel representations obtained from the its spatial do-
main (H ×W) by means of global averaging pooling or
other mechanisms. Followed by this operation is the
excitation phase that takes as input the representations
of all channels made in the previous step and generate
channel-wise attention weights that modify the weights
of the initial weights of features U.

As stated earlier, one of the advantages of using SE
blocks is its flexibility to work well when placed in any
network architecture. To get a clear picture of the inte-
gration of the SE block into any existing framework, fig-
ures 7 and 8 inspired from the original paper are shown
where a comparison can be drawn by the representation
of the original Inception and Residual modules along-
side their Squeeze-and-Excitation module counterparts.
Figures shown are just an example, but the SE units can
be used in any modern deep learning architectures.

Following is an explanation and break-down of the
two operations: Squeeze and Excitation

3.5.1. Squeeze
Output features learned after an operation such as

convolution, are receptive only to certain local recep-
tive fields, and is the case with all points in the feature
space. Adjacent points may share overlaps in the re-
ceptive fields, but in general all points of the features
are generated from different receptive fields. Thus, each
unit is unable to take advantage of the contextual in-
formation present outside its local receptive field. To
overcome this problem, the information present outside
this region needs to be exploited and this is where the
squeeze operation comes in. This operation condenses
the spatial information of all units in a given channel to
a statistic that can be understood as a general descrip-
tion of its corresponding channel. This operation can be
achieved through various aggregation techniques, but in
this study a global average pooling is used. To under-
stand the impact of other techniques, the original paper
[17] has more information. Following equation 1 is the
mathematical representation of the squeeze operation.
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Figure 9: Classification Network Diagram with integrated SE blocks

zc = Fsq(uc) =
1

H ×W

H∑

i=1

W∑

j=1

uc(i, j) (1)

A statistic z ∈ RC is obtained after reducing U
through its spatial dimensions H ×W, such that the c-th
element of the statistic z shown above is computed.

3.5.2. Excitation
After the squeeze operation has been completed and

channel-wise descriptors are generated, the excitation
phase’s objective is to find relationships between those
descriptors. In order to find hidden dependencies be-
tween the channel descriptors, two criteria have to be
met for the operation to find meaningful relationships.
Firstly, it should have the capacity to learn non-linear
relationships to allow flexibility, and secondly, ability
to capture non-mutually exclusive relationships to en-
sure more than one channel to be emphasized rather
than only a single channel.

Use of these blocks have their advantages, but another
parameter exists that controls their complexity to im-
prove generalizability: dimensionality reduction layer
with reduction ratio r. This parameter controls the frac-
tion of original channel descriptors that get emphasized
by the excitation phase, which in turn has a direct effect
on the number of parameters getting passed onto later
stages in the network. To make this happen structurally,
the channel descriptors generated by the squeeze opera-
tion are first passed through a fully connected layer pa-
rameterized by r (and thus reducing the number of chan-
nels), followed by the activations (excitation phase) and
later reinstating the original number of channels by an-
other fully connected layer with the initial number of
channels. These transformations can be seen in figures
7 and 8.

3.5.3. Chained Squeeze and Excitation
From the previous study [17], it is evident that the

use of Squeeze and Excitation has performance gains
with the smart reuse and recalibration of feature maps,
but these experiments have been done using a single
SE block per layer. Depending on the image size be-
ing dealt with, usage of a single SE block can have var-
ied results. In the experiments performed in the original
paper, the images used are from ImageNet with dimen-
sions 256 × 256, which are far smaller in comparison
to the task at hand. In our case, dealing with 3D CT
volumes have a lot of redundant and often similar in-
formation present between slices, thus using only one
SE block per layer may be insufficient for the network
to find relevant features on which to perform recalibra-
tion. With higher volumes of data come greater need
for better feature recalibration capabilities, which is the
inspiration behind linking multiple SE blocks.

3.6. Image Classification

3.6.1. Classification Network Design
In an ideal case of classification, the whole image is

taken in as input and is trained on through a series of
steps, but in this study, due the large volumes of 3D CT
images that can be 512x512x1000 or more in size, a dif-
ferent approach had to be taken that does not exceed the
memory limitations of the computing systems. Thus, a
patch-based approach had been taken. To accomplish
this, the segmentation masks are used as guides to ex-
tract the patches for each of the organ classes. For
example, the segmentation mask of the lungs gener-
ated by the segmentation module is used in finding the
lung region within the CT volume within which patches
were then extracted. Thus, this process can be under-
stood as segmentation-guided patch extraction strategy.
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Figure 10: Structure of chained SE blocks

This had been performed for all organ classes namely
lungs/pleura, liver/gallbladder, and kidneys. An added
advantage of this strategy is that is allows for patches
to have less of unwanted background information in the
patches while focussing more on the region of the organ.

The baseline for this study is work done by a fellow
researcher [Tushar et al] under the department of radiol-
ogy at Duke University Health Systems of whose work
was in turn inspired by the 3D CNN ResNet [13]. Fol-
lowing is a diagram that visualizes the overall structure
of the classification network with integrated Squeeze
and Excitation Blocks. As seen in the above figure, the
input to the network are patches containing parts of the
original 3D CT scan for the respective organ. The patch
size selected for the lungs is (128 × 160 × 160) while
for liver and kidneys a patch size of (96 × 128 × 128)
was taken so that each organ could be accommodated
within a patch and avoid including background infor-
mation which would have adverse effects in our model
performance.

The network consists of three major sections, where
each one resembles learning at a lower resolution.
Each resolution consists of pairs of Residual and SE
blocks(one or more) occurring three times. After the
first Residual and SE block at beginning of each resolu-
tion, the output of the previous layer is concatenated so
as to reinforce learned features from the previous layer.
It should be noted that the number of filters is doubled
every layer to increase learned features. Each Residual
block at the different layers consist of two repetitions of
batch normalization, Rectified Linear Unit (ReLU) ac-
tivation, and 3D convolutions. On the other hand, an
SE block is composed of global average pooling, a fully
connected (FC) layer, followed by ReLU activation with
an additional FC layer, a sigmoid and completed by a

scaling operation to get the channels back to original
dimensions for concatenation.

The chained system of SE blocks is shown in a graph-
ical representation in Figure XXX:

The output of the final resolution having 128 channels
is passed through a batch-normalization and a ReLU
followed by a global max-pooling, dropout of 0.25, and
finally a softmax classification layer to generate the final
prediction.

3.6.2. Network Training
The first task was to train the segmentation network to

generate the segmentation masks of the chest-abdomen
organs. As mentioned earlier, the use of DenseVNet
was chosen due to its superior performance in the val-
idation set compared to other tested architectures. Af-
ter fine-tuning this network with the use of both normal
cases and ones with abnormalities, it was used on the
original 3D CT volumes to get the final segmentation
masks of the chest-abdomen organs. Patches of dimen-
sions (128 × 160 × 160) for lungs and (96 × 128 × 128)
for both liver and kidneys were generated guided by
the segmentation masks. Therefore, the segmentation
masks not only helped in distinguishing the relevant or-
gan types (lungs/pleura, liver/gallbladder, and kidney),
but also in facilitating the extraction of patches that
met memory restriction of our computing resources that
would later be fed into the classification network.

Other training parameters included a kernel initializa-
tion of uniform distribution, a weighted cross-entropy
loss function with an Adam optimizer for weights, with
roughly 70 epochs of training. As for the computing re-
sources, four Nvidia TITAN RTX GPUs were used with
a memory of 11GB each for all computations.
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Figure 11: Lung: Absolute (top) and Relative (bottom) Multi-label AUC performance

Figure 12: Liver: Absolute (top) and Relative (below) Multi-label AUC performance

3.6.3. Experiments and Results
Having the optimal batch-size can help models get

better at generalization. Experiments were first done to
find the optimal batch size for this study. We ran tests
with batch size of 6, 9, and 12 for lungs to observe the
performance change. The figure 13 represents the train-
ing and validation learning curves taken when the men-
tioned batch sizes were used.

Figure 13: Learning curves

As seen from the curves in figure 13, it is evident that
using a batch size of 9 yielded a better trade-off among
the ones experimented with, which was the parameter of
choice in the all experiments that followed. The learn-
ing curves when using a batch-size of 6 yielded lower
error rates, but there is no indication of network learning

since both training and validation curves do not diverge,
which can be associated to a case of an under-fit model.

The effect of using SE blocks has been shown to be
very promising in studies discussed earlier, but to inves-
tigate its impact in our dataset we ran an initial test ap-
plying a single Squeeze-and-Excitation block coupled
into a residual unit for the lungs. AUC performance be-
ing our primary metric for comparison, we monitor the
change in AUC scores in each category of labels from
the experimental results when compared to the baseline
having no SE blocks in the network. To test the hypoth-
esis that larger images (such as the data being worked
with in this study) require multiple SE blocks to identify
and propagate useful features, experiments were per-
formed using a range of SE blocks and reduction ratios.
We ran experiments with varying number of squeeze-
and-excitation units with constant reductions, and later
with varying reductions while number of squeeze-and-
excitation blocks were kept constant. Figures 11, 12,
and 14 show the results obtained.

To clarify the notations used, it should be reiter-
ated that the classification network has features learned
at three resolutions, thus the representation (x1,x2,x3)
(y1,y2,y3) in the figure implies that x1 number of blocks
with a corresponding y1 reduction ratio was used in all
SE blocks in the first stage, x2 number of blocks with
a y2 reduction ratio used in all SE blocks in the second
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Figure 14: Kidney: Absolute (top) and Relative (below) Multi-label AUC performance

stage, and finally x3 number of blocks with a y3 reduc-
tion ratio was used in all SE blocks in the third stage.

Note there is a consistent pattern in each abnormality
category, where AUC gradually increases up until a cer-
tain combination of parameters (SE blocks and reduc-
tion ratios), then steadily decreases. The point of best
performance is different for each organ as highlighted
in green, but the pattern seems to hold for all. This pat-
tern is best shown in the bottom row where AUCs are
shown relative to the baseline model, and occurred in-
dependently of the absolute AUC performance (top row)
in each organ. When taking into consideration a fixed
reduction ratio, the number of SE blocks that reach best
performance is two for Lungs and Liver while a single
block is sufficient for Kidney, while on the other hand
when keeping the number of blocks constant and vary-
ing the ratios, an increase in reductions results in better
performance until the optimal configuration, and has a
reverse effect thereafter.

4. Discussion

Previous studies in medical imaging have often dealt
with single label problems such as the presence of a dis-
ease, but there have not been as many multilabel prob-
lems being studied. Having CAD systems that can label
multiple abnormalities for a given case can help physi-
cians make faster decisions resulting in better health-
care to patients. Current CAD systems utilize tech-
niques that can have significant positive impact on the
task being handled, and one such structure that has been
explored in this study is the impact Squeeze and Exci-
tations have on network performance. Although many
prior researchers made use of these units, they have been
done so in a reserved manner by limiting the extent to
which Squeeze-and-Excitation is used, such as a single
SE block. Since the core idea of using these units is
to prioritize relevant features among many other non-
essential ones, the inspiration to use multiple chained
units stems from the fact that the volumes used in this

study are substantially larger which demanded more at-
tention to feature selection.

In this study, we evaluated the effects of using dif-
ferent numbers of SE blocks and reduction ratios, and
found that performance would peak for a certain opti-
mal combination. Increasing the SE blocks by a larger
degree can have negative impact on the model. Adding
blocks into the network increases the complexity by a
small degree, but too many can make it harder for gener-
alization and result in performance worse than the base-
line. It can be concluded that having a right balance of
SE blocks and reduction ratios can bring about the best
performance in deep learning models using them.

The hyperparameter combination delivering the best
performance within each organ shifted from more to
less complexity when moving from Lungs to Liver
to Kidney. One possible explanation for this shift
could be the size of the organ being experimented with.
Anatomically, lungs/pleura is the largest organ by vol-
ume among the three with liver being second, and fi-
nally kidney being significantly smaller. It could be ar-
gued that since larger organs contain more information,
it may require more complex squeeze-and-excitation
structures to condense the information and find useful
discriminative features.

When taking kidney patches into consideration, since
the volume is considerably smaller than lungs and liver,
the need for number of repetitions of feature recalibra-
tion is lower. Remarkably, the improvement in perfor-
mance was observed for all of the diseases with different
appearances occurring in three separate organs. The one
particular abnormality that benefited the most from our
proposed method was kidney lesions, suggesting that
even a small organ like the kidney can benefit from this
feature reduction and boosting strategy.

From this study we find that added use of these units
to a certain extent can help improve performance, but
further aggressive use can be harmful.

There are a few limitations in this this work. The re-
sults suggest that extent of use of these units are data
dependant and thus should be adapted for the problem
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being solved. Additionally, since many possible com-
binations exist that can yield different results, perform-
ing a grid search technique is not feasible since each set
of training can take more than ten GPU-days. Thus, a
more systematic and hypothesis driven approach should
be taken when selecting the parameters to experiment
with.

In future works, a few types of experiments can be
performed for this task. In the results shown, each res-
olution makes use of the same set of parameters across
the layers, but a more dynamic approach can be taken
with gradual increase or decrease in SE blocks and/or
reductions. Since this study dealt with smaller number
of blocks and reductions with a bell-shaped improve-
ment, it may be possible that this pattern can emerge
when dealing with higher parameters. Besides optimiz-
ing parameters of this unit, it is also possible to experi-
ment with other placement strategies of the unit within
the network. As stated in the original paper [17], pre-
placement, post-placement and Identity placements of
these units can be tried. It can also be possible to try
other Squeeze and Excitation techniques as suggested in
[1]. Here they propose spatial squeezing with channel
excitation, channel squeezing with spacial excitation,
and finally a concurrent spatial and channel squeeze
with channel excitation.

5. Conclusions

Squeeze-and-Excitation units have great potential in
improving model performance when used effectively.
The challenge would be to first understand the problem
being dealt with and finding the appropriate use to these
blocks to salvage more relevant features. In this study,
since the problem was in dealing with larger volumes, it
inspired the need to use these feature-recalibration units
more aggressively, resulting in consistent improvement
in performance across multiple diagnostic tasks. There-
fore, understanding the fine balance between these pa-
rameters and adjusting them to suit the needs and re-
quirements of the problem is something that needs to be
given extra thought.
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Abstract

Heart Disease is the leading cause of deaths in the United States (Heron, 2020). Among heart diseases, Coronary
Artery Disease (CAD) is the most common type of heart disease responsible for the death of 365,914 people in the
US in 2017 (Benjamin et al., 2019). Cardiac Computed Tomography Angiography (CCTA) provides a non-invasive
way for the rapid visualization of the heart in order to aid in the diagnosis of coronary artery disease. The analysis of
the tubular structure of coronary arteries in 3D CCTA scans is a highly intricate, difficult and time consuming task.
Coronary centerline extraction in the CCTA scans is a prerequisite for the evaluation of stenoses and atherosclerotic
plaque (Hampe et al., 2019).

We propose a novel deep learning-based fully automatic coronary artery centerline extraction method. A dual
pathway Convolutional Neural Network (CNN) operating on multi-scale 3D local input patches is used to predict
the direction towards the centerlines of the coronary arteries from the center of the patch as well as the presence
of a bifurcation simultaneously. Two or more continuation directions are derived based on the result of bifurcation
detection. This iterative tracking scheme is initialized from a model based segmentation of the heart which places
distinct landmarks at the left and right ostium points. The tracker detects the entire left and right coronary tree based
on these two seed points, taking steps in accordance with the predicted directions and the patch type prediction. A
similar multi-scale dual pathway 3D CNN is trained to identify coronary artery endpoints for terminating the tracking
process.

The 3D CNNs were trained using a Philips proprietary dataset consisting of 43 images obtained from nine different
sites. Four-fold cross validation was performed on the dataset. An average sensitivity of 87.1% and clinically relevant
overlap of 89.1% was obtained on the philips dataset. In addition, the MICCAI 2008 Coronary Artery Tracking
Challenge (CAT08) training and test dataset was then used as a test set in order to evaluate the generalization and
benchmark the performance of the algorithm. An average overlap of 93.6% and clinically relevant overlap of 96.4%
was obtained. The proposed method achieved better performance in terms of overlap metrics than the current state-
of-the-art automatic centerline extraction techniques on CAT08 dataset with a vessel detection rate of 95%. In case
the vessel detection by the automatic method fails, the vessel can be retrieved by specifying one point on the coronary
artery. This proposed algorithm can also be used to obtain centerlines related to other tubular structures, e.g. rib
centerlines in thorax CT images.

Keywords: CCTA, Coronary Artery Disease, Centerline Extraction, Multi Resolution CNN, Bifurcation Detection,
Tracking

1. Introduction

Coronary artery disease is one of the leading causes
of deaths worldwide. It was responsible for 9.43 mil-
lion deaths in 2016 (WHO, 2018). Coronary arteries
are responsible for supplying oxygenated blood to the

heart muscles. Two main arteries branch off the aorta
namely Left Main Coronary Artery (LCA) and Right
Coronary Artery (RCA) which supply blood to left and
right parts of the heart respectively. These two main
arteries then divide into a network of smaller coronary
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arteries which wrap themselves around the heart. Coro-
nary artery disease is the narrowing or blockage of these
coronary arteries due to the build up of cholesterol and
fatty deposits called plaque on the inner lining of the
arterial wall. This constriction can result in an inade-
quate supply of blood to the heart muscles which can be
fatal (Malakar et al., 2019). Hence, there is a need for
timely diagnosis and detection of this constriction in the
arteries.

Coronary Angiography (CA) is an invasive procedure
for coronary artery disease evaluation which provides
information only related to the coronary lumen. Coro-
nary angiography requires a contrast agent and is often
performed along with cardiac catheterization. Compli-
cations due to the invasive nature of coronary angiogra-
phy occur in less than 2% of the cases, with mortality of
less than 0.08% (Tavakol et al., 2012). Hence, there is a
non-negligible risk associated with coronary angiogra-
phy. Computed Tomography Angiography (CCTA) is a
non-invasive alternative which provides information on
the extent and type of plaque present (Paech and We-
ston, 2011). CCTA images have a high spatial resolu-
tion consisting of hundreds of slices. However, CCTA
acquisitions expose the patient to a higher dosage of ra-
diation. Manual reading of volumetric CCTA images is
a time consuming task even for trained experts due to
the size and diversity of the arteries. Due to increasing
number of CCTA scans, automatic analysis of CCTA
images and improved 3D visualization is desirable.

There are many techniques to visualize the coronary
arteries in the CCTA images such as maximum intensity
projection (MIP), volume rendering techniques (VRT),
multi planar reformatting (MPR) and curved multi pla-
nar reformatting (cMPR) (Cademartiri et al., 2007).
Such advanced visualization techniques facilitate image
reading and are, for example, used to guide stenosis and
plaque detection (Stimpel et al., 2018). The computa-
tion of MPRs and cMPRs typically relies on centerlines
of the coronary arteries. Hence, an important building
block in the diagnosis of coronary artery disease is the
extraction of coronary artery centerlines.

Manual extraction of coronary artery centerlines is
time consuming, error prone and has a large inter-
operator variability. In order to support the radiographer
in the extraction of coronary artery centerlines, many
interactive, semi-automatic and automatic methods for
coronary centerline extraction have been proposed. The
reformatted images obtained using centerlines can also
be used for other purposes such as lumen segmentation
of coronary arteries (Huang et al., 2018). Deep learn-
ing and machine learning-based methods typically use
coronary artery centerline extraction as a preprocessing
step for the plaque identification and stenosis analysis
(Hampe et al., 2019). A recurrent neural network was
used by Zreik et al. (2019) to detect stenosis from multi-
planar reformatted (MPR) images which were recon-
structed using extracted coronary centerlines. Hence,

an automatic coronary artery centerline extraction algo-
rithm which provides consistent performance on CCTA
images with variable image quality and calcium scores
in a few seconds is desirable.

We propose a fully automatic coronary centerline ex-
traction pipeline based on dual pathway multi-scale 3D
convolutional neural network. This pipeline comprises
of three modules. The first module called Direction
and Bifurcation Classification network (DBC-Net), is
a multi-scale 3D CNN for a local patch to determine
the direction towards the center of the coronary artery
with respect to the center of the patch as well as the
patch type (normal or bifurcation). The second module
namely Stop Patch Classification network (STC-Net),
consists of another multi-scale 3D CNN to determine if
the patch contains the artery or not. The third module
called Tracker, orchestrates the centerline extraction.
The tracking is initialized at two ostium points obtained
automatically. The tracker obtains predictions for direc-
tions and patch type from the DBC-Net for each patch.
The tracker then takes steps in order to determine the
centerline of the arteries. The tracker terminates based
on the output of the STC-Net.

We propose an Automatic Coronary Tracking
(AuCoTrack) method which was evaluated using four-
fold cross validation on a Philips dataset. In order to
compare this approach to state-of-the-art methods, an
evaluation was conducted on the MICCAI 2008 train-
ing and test dataset of Coronary Artery Centerline Ex-
traction Challenge. Additionally, an analysis of the al-
gorithm was performed to correlate the qualitative and
quantitative analysis as well as the failure cases with re-
search findings.

2. State of the art

In order to extract the coronary artery centerlines,
three types of approaches can be adopted: automatic,
semi-automatic and interactive. According to MICCAI
2008 Coronary Artery Centerline Extraction Challenge
guidelines as specified in Schaap et al. (2009), an ap-
proach may be defined as fully automatic if it utilizes
no manually placed initialization points to track the en-
tire coronary tree. If one point per vessel is provided

Figure 1: Axial, coronal and saggital slices of a CCTA image. The
coronary arteries are overlayed as red. The presence of vessel like
structures around the heart make the extraction of coronary centerlines
complicated.
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to extract the coronary tree, the approach is said to be
semi-automatic. If more than two points per vessel are
required to obtain the coronary tree, it is labelled as
an interactive approach. Extraction of the entire coro-
nary tree based on interactive and semi-automatic ap-
proaches requires anatomical knowledge and manual in-
spection of the CCTA image to place points for each
coronary artery individually. Since there are a lot of
coronary arteries present in each coronary tree, these
approaches increase the processing time. Hence, there
is a need to establish a robust and automatic coronary
artery centerline tracking algorithm which requires min-
imal user interaction.

A multiple hypothesis tracking approach based on
mathematical template vessel model combined with
standard minimal paths method was used by Friman
et al. (2020) to extract coronary artery centerlines. Stan-
dard minimal path-based methods experience shortcut
issues and may require a lot of interaction to extract
the entire vessel tree. At the time of this publication,
Friman et al. (2020)’s method ranked first on MICCAI
2008 Coronary Artery Centerline Extraction Challenge
as an interactive method. It requires 2.6 points on av-
erage per vessel and takes 6 min to extract four coro-
nary arteries per CCTA image. Schaap et al. (2009) used
multivariate linear regression on image intensities to es-
timate an initial vessel boundary followed by a subse-
quent refinement of this result using non-linear regres-
sion. This method requires 2.2 points per vessel and
takes 22 min to extract four coronary arteries per CCTA
image. High processing times along with repeated user
interaction per vessel is not desirable in clinical prac-
tice.

Krissian et al. (2008) used morphological operations
and denoising filters to obtain a region of interest. The
probability of belonging to the coronary artery class for
each voxel was then determined using a fuzzy classifier.
The start points were automatically determined and the
end points were provided manually for each vessel. A
minimal path between these two points was traced based
on voxel probability map generated by the classifier
to obtain the centerlines. This semi-automatic method
takes 7 h to extract four coronary arteries per CCTA
image. Cetin Karayumak et al. (2012) used a second
order tensor constructed from directional intensity mea-
surements to track the entire coronary tree from a single
seed point placed at the center of the cross-section of
one of the vessels. This method utilizes an automatic
branch detection based on K-means clustering of the in-
tensity values. As a pre-processing step, a calcification
filter is applied which requires annotations by an expert
on the training CCTA scans. This methods takes 8 to
10 min on a 2.67 GHz dual processor to detect coronary
arteries per CCTA scan. Cetin Karayumak and Unal
(2015) also proposed an extension of this method to uti-
lize cylindrical flux-based higher order tensor (HOT) in
4D which also solves the problem of branch detection.

This method takes 30 s to detect coronary arteries per
CCTA scan on a Intel Processor Xeon X560 @ 2.67
GHz CPU computer of 64 GB memory.

State-of-the-art performance for automatic coronary
centerline extraction was achieved by Zheng et al.
(2013). This method utilizes a segmentation mask to
define a vessel specific region of interest (ROI) in or-
der to constrain the centerline refinement by their model
driven algorithm for extracting the main branches. The
side branches are then traced by using region growing
based on lumen segmentation. It was trained on 108 im-
ages of their proprietary dataset and takes 60 s to extract
coronary arteries per CCTA scan. Kitamura et al. (2012)
constructed a shape model of the coronary vessels and
an Adaboost classifier in order to differentiate between
normal and abnormal vessels for automatic centerline
extraction. This method was trained on a proprietary
dataset and the entire coronary tree centerline extraction
takes 160 s per CCTA scan. Frangi et al. (1998) intro-
duced a multiscale vessel enhancement filtering which
obtained a vesselness measure based on eigen values of
a Hessian. Yang et al. (2011) employed an improved
version of Frangi’s multiscale vessel enhancement fil-
tering to obtain an initial tree which was further refined
by branch searching automatically. This method takes
120 s on a standard desktop computer to track the entire
coronary tree in a CCTA image.

Some methods utilize various handcrafted features
such as virtual contrast and morphological operations.
These handcrafted features are based on certain assump-
tions and they require explicit modelling in cases when
the underlying assumptions do not hold e.g. bifurca-
tions (Cetin Karayumak et al., 2012; Cetin Karayumak
and Unal, 2015; Frangi et al., 2000; Krissian et al.,
2008; Wang and Smedby, 2008).

Recently, an iterative CNN tracker was proposed in
order to extract centerlines (Wolterink et al., 2019). This
method does not require any handcrafted features. They
proposed a serial tracker that utilizes the direction and
step-size predicted by the CNN in order to obtain the
centerlines. They were able to achieve near state-of-the-
art performance as an interactive method. This method
requires at-least one seed point per vessel in order to ex-
tract its centerline. Some vessels require more than one
points due to premature termination of the tracking al-
gorithm. An additional CNN to extract seed points for
the vessels was also proposed in order to make the algo-
rithm automatic. However, a limitation of this algorithm
is that the seed identification CNN requires training im-
ages in which all the coronary arteries have been an-
notated (Wolterink et al., 2019). Hence, this method re-
quires 10 s to extract 4 coronary arteries per CCTA scan.
Bifurcation detection in coronary arteries is a challeng-
ing task. Wolterink et al. (2019)’s CNN tracker extracts
the coronary arteries in two directions without taking
bifurcations into account.

We propose a novel 3D CNN-based algorithm that
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Figure 2: Overview of the proposed method. The red lines represent the inputs given to the direction and bifurcation classification model (DBC-Net)
and the stop patch classification model (STC-Net) during the training phase along with the multi resolution patches P1 and P2.

is able to extract the entire coronary tree automatically.
This approach does not require any pre-processing step
or handcrafted filters. No user interaction is required
to obtain the entire coronary tree. In contrast to the
CNN approach by Wolterink et al. (2019), bifurcations
are also detected by the CNN and consequently the re-
sulting directions are predicted by the CNN which make
it possible for the entire coronary tree to be extracted by
a seed point placed automatically anywhere on the coro-
nary tree instead of requiring one seed point per vessel.
The termination of the tracking in our proposed method
is guided by another 3D CNN which prevents prema-
ture termination. Figure 2 shows overview of the entire
pipeline of the proposed algorithm.

3. Dataset

3.1. Dataset

3.1.1. Philips Dataset
The Philips dataset consists of 43 images acquired

from 9 different clinical sites which were annotated by
clinical experts. Philips dataset contains images from
64-slice Philips Brilliance CT, 256-slice Philips Bril-
liance iCT, Philips Ingenuity CT, Philips IQon Spec-
tral CT scanners and a few images from Siemens SO-
MATOM Force CT scanners. The CCTA images in the
dataset have a resolution ranging from 0.25 × 0.25 ×
0.33 mm3 to 0.48 × 0.48 × 0.80 mm3 with a mean res-
olution of 0.40 × 0.40 × 0.43 mm3. There is consid-
erable variability in the coronary arteries labelled for
each case. The number of annotated coronary arteries
per CCTA scan varies from 4 to 20. The mean number

of annotated coronary arteries per CCTA scan in this
dataset is 9. Depending on the number of annotated
coronary arteries, the number of centerline points per
case varies from 933 to 3200 with a mean of 1737. The
Philips dataset in total contains 428 annotated coronary
arteries. Four-fold cross validation has been performed
in order to evaluate the proposed algorithm.

3.1.2. CAT08 Dataset
The MICCAI 2008 Coronary Artery Centerline Ex-

traction Challenge (CAT08) dataset consists of 32 pub-
lically available CCTA images comprising of 8 training
and 24 test CCTA images.1 The centerline annotations
for test dataset are not available and the extracted cen-
terlines can be evaluated only once on the evaluation
framework. CAT08 dataset contains images from 64-
slice CT Siemens Scanner and dual source CT Siemens
Scanner reconstructed to a resolution of 0.32 × 0.32 ×
0.4 mm3. Both the training and test set images were
utilized as a test set for evaluating the performance of
our algorithm on different scanners. Each image con-
tains annotations for four arteries. The three fixed ar-
teries present in all the CAT08 CCTA images include
Left Anterior Descending Artery (LAD), Left Circum-
flex Artery (LCX) and Right Coronary Artery (RCA).
However, the fourth artery in each case has arbitrarily
been chosen. Since, fully automatic algorithms extract
the entire coronary tree, there is a need to do a vessel
by vessel evaluation (Schaap et al., 2009). Hence, the
CAT08 challenge provides with points in the distal end

1http://coronary.bigr.nl/centerlines/about.php/
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of the arteries that can be used to select the artery and
evaluate metrics. If the entire coronary artery centerline
extraction has not been successful, another point is also
provided in the proximal end of the artery. Only one of
these points may be utilized to select the artery.

4. Method

The training dataset for the direction classification
and bifrucation detection model (DBC-Net) and stop
patch classification model (STC-Net) consists of 3D
isotropic patches P1 of resolution 0.5×0.5×0.5 mm3 and
P2 of resolution 1×1×1 mm3. These training patches are
centered at a location x in a CCTA image in the vicinity
of an annotated centerline point. The radius of the anno-
tated coronary arteries ranges from 0.179 mm to nearly
3.55 mm near the ostium in the Philips dataset. As a rule
of thumb, the size of the patches should be small enough
to not lose the local context in the smaller arteries but it
should be also be big enough to be able to determine the
direction in the broader portion of the arteries. This im-
plies the approximate minimum patch size to be 3.55× 2

0.5
= 14. In order to cover artery sections with a large diam-
eter, we choose the patch size of 19. It is small enough
to allow fast forward and backward pass as well as suf-
ficiently large to encapsulate the whole context of the
coronary artery information.

The direction vectors from the center of the patch cp

to the adjacent centerline points need to be determined
to guide the tracking algorithm. The label direction vec-
tors are obtained by placing a sphere of radius R at the
center of the patch as shown by Figure 3. The anno-
tated centerline points within the sphere are designated
as positive and those outside the sphere as negative. We
determine the exit points of the arteries contained in the
sphere by observing the sign changes associated with
each artery. If there is a bifurcation, there will be three

Figure 3: 2D projection of the 3D sphere of radius R placed at center
of the patch cp for getting label direction vectors. The annotated cen-
terline points inside the sphere are indicated by + sign and the ones
outside are indicated by a - sign. The label direction vectors are ob-
tained by detecting the sign changes.

Figure 4: The green dots on the sphere Sd correspond to the Nd ad-
missible movement directions. The center of the patch cp is denoted
by a blue dot and the red squares indicate the closest points on the
sphere grid associated with the direction vectors which are assigned
the value 1. The remaining grid points are assigned the value 0.

exits (sign changes) from the sphere and there will be
only two exits in the normal case. The sphere radius
should be large enough in order to detect three sign
changes associated with the occurrence of the bifurca-
tion. However, if R is made too large, the bifurcations
will be detected well before the patch center cp is at
the bifurcation point. This would allow tracked cen-
terlines to branch prematurely before only to be joined
later. The radius R was fixed to 1.5 mm.

The direction vectors obtained are then discretized
on a unit sphere S d placed at the center of the patch.
Approximate equidistant discrete grid on this sphere is
obtained using Spherical Fibonacci Mapping (Keinert
et al., 2015). Each grid point corresponds to an admissi-
ble movement direction. Given a set of direction vectors
related to a specific center point, the point on the dis-
crete sphere grid which makes the minimum angle with
the corresponding direction vector is assigned the value
1. All other points on the sphere grid which do not have
any direction vector associated with them are assigned
the value 0. Figure 4 shows how the label direction vec-
tors are associated with discrete locations on the sphere.
Finally, the vector encoding the movement directions is
normalized to unit length. The problem of determining
the direction vectors is then simply reduced to the clas-
sification of discrete locations on the unit sphere. The
number of discrete locations Nd on the unit sphere S d is
fixed to 1000.

4.1. Augmentation

We use various augmentation strategies during train-
ing in order to improve the overall robustness of our
tracker. Firstly, augmentation by randomly generated
translations was introduced to teach the tracker how to
recover from centerline deviations. Translation aug-
mentation is introduced by adding a small deviation ∆t

to the center of the patch cp and extracting the patch
at this new translated center Ct = cp + ∆t. This devia-
tion should not be so large that the artery is no longer
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Figure 5: Maximum intensity projections (MIP) in coronal, axial and
saggital views of the 3D patch in order to visualize augmentation.
The direction vectors are shown after applying 3D rotation and 3D
translation augmentation.

within the field of view. It should be ensured that at-
least half of the artery is visible in the patch. Hence, the
translation augmentation is applied with respect the ra-
dius of the artery at the annotated centerline point. The
amount of applied deviation is ∆t = λt × radius where
λt is uniformly sampled from the interval [0,1]. A small
translation may result in a drastic change in direction
vectors. The direction vectors are highly sensitive to the
center of the patch cp. Consequently, the label direction
vectors are determined with respect to a pseudo center
Cpseudo which is closer to the original center in order to
dampen the effect of the translation on the direction.

Cpseudo = 0.8 · cp + 0.2 · ∆t (1)

Patches P1 and P2 are given as input to the DBC-Net
as shown in Figure 7. These patches are extracted at the
translated center Ct and the label direction vectors are
determined with respect to the pseudo center Cpseudo.

Rotational augmentation is also introduced by rotat-
ing the 3D patches around the center randomly around
the three axis (φx, φy, φz). The label direction vectors
are obtained before applying the rotational augmenta-
tion. The rotation of the patches is incorporated in the
corresponding labels by applying the same rotation to
the label direction vectors. The rotated direction vec-
tors are then associated with discrete directions on the

Figure 6: The output response obtained from the direction layer LD of
DBC-Net. Two or three peaks are observed in the response according
to the patch type. The resulting direction vectors obtained are also
shown in black.

sphere S d. Figure 5 shows how the label direction vec-
tors are transformed after applying augmentation.

4.2. Ostia Points for Algorithm Initialization

In order to initialize the fully automatic centerline ex-
traction of the coronary arteries, two seed points corre-
sponding to the left and right coronary trees need to be
obtained automatically. The algorithm can be initialized
by selecting a point which may be located anywhere on
the coronary artery tree. An algorithm based on Model
based Segmentation (MBS) was used to determine the
left and right ostium origin points from the aorta. These
points were used for initialization of the tracking algo-
rithm. The spatial location of the ostia landmarks is de-
rived from the mesh topology (Ecabert et al., 2008).

4.3. Bifurcation Prediction

The entire left and right coronary tree can be traced
by using one seed point each placed anywhere if all of
the bifurcations are correctly detected by an algorithm.
The accurate classification of patch type as bifurcation
or normal is essential to the tracking of entire coronary
tree based on a single seed point. Depending on this pre-
diction, the number of direction vectors obtained will
be two or three respectively. Hence, the subsequent net-
work will also predict the bifurcation type in order to
facilitate the tracking procedure.

In our training set, uniformly sampling center points
from the coronary trees resulted in a rare occurrence of
patches containing bifurcations. We utilized the strategy
of Importance Sampling in order to assure that 20% of
the patches in a mini-batch include bifurcation.

4.4. Direction and Bifurcation Classification Network
(DBC-Net)

We propose a combined approach for classifying di-
rections to the neighboring centerline points from patch
center cp on a unit sphere S d having Nd discrete direc-
tions, as well as patch type classification Pc (Normal
or Bifurcation). The employed CNN network consists
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Figure 7: The proposed dual pathway multi-resolution architecture proposed for simultaneous direction and patch type classification. Patches P1
and P2 of size 19 × 19 × 19 with resolution 0.5 × 0.5 × 0.5 mm3 and 1 × 1 × 1 mm3 respectively are fed to the network to get direction class
predictions on the direction sphere S d . The direction layer LD is then followed by a series of linear layers to get a single patch type prediction PC
(normal or bifurcation).

of a Deep Medic-based architecture (Kamnitsas et al.,
2016). Figure 7 shows that the proposed architecture
has two branches B1 and B2 that take 3D patches P1 and
P2 with resolutions 0.5 × 0.5 × 0.5 mm3 and 1 × 1 ×
1 mm3 as input respectively. Each branch consists of 7
3D convolutional layers with kernel size of 3. Layers
L3 and L4 use dilated convolutions with the spacing of
2 and 4 between the kernel points respectively. After
each convolutional layer, 3D batch normalization was
employed. At the end of these 7 layers, the output of
the branches B1 and B2 is concatenated in Layer L8. L8
is then reduced to the number of direction classes ND to
form the direction class layer LD. The Layer LD is then
subjected to two linear layers L9 and L10 to get patch
type classification PC .

ReLU activation function is used after all the layers
except the layers LD and Pc. Patch type class layer
Pc uses sigmoid activation function and the direction
class layer LD uses softmax activation function. Bi-
nary cross entropy loss (BCEpatch) is used for the patch
type classification and categorical cross entropy loss
(CEdirection) is used for the direction classification. The
combined loss function used to train the network is as
follows:

Total Loss = CEdirection + λb × BCEpatch (2)

λb is fixed at 5. The other hyper-parameters tuned for
this set up include learning rate of 0.0001 with Adam
optimizer and mini-batch size of 64.

Figure 8: The patch labels used for training the stop patch classifi-
cation model. The “Normal” class patches correspond to the green
portion in the figure. The “Stop” class patches correspond to red por-
tion beyond the last annotated centerline point.

4.5. Stop Patch Classification Network (STC-Net)

In order to terminate the tracking algorithm once the
end point of a coronary artery has been reached, we
propose to train a separate 3D CNN. The same archi-
tecture as shown in Figure 7 is used to train the stop
patch classification model (STC-Net). The endpoints
of coronary arteries can be quite ambiguous. In order
to get patches corresponding to the stopping criteria, we
sample points beyond the end of the coronary arteries.
This is achieved by using the direction vector obtained
by subtracting the penultimate centerline endpoint from
centerline endpoint. Points beyond the endpoint up to
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stop_counter_max = 3 # stopping criteria constant for stopping network

dir_entropy_max = 0.8 # stopping criteria constant for direction entropy

stop_prob_max = 0.3 # stop probability threshold for classifying endpoint patches

# active: (3d point , segment_id , parent_id , stop counter , 3d previous dir vector)

active ,centerline = empty_queue ,empty_list # centerline: (3d point , segment_id , parent_id)

next_segment_id = 0 # next possible segment index

for all ostia: # iterate over inlets

active.add(next_point_id ++, next_segment_id ++,None ,0,None) # no parent - seed points

while len(active) >0:

point ,segment_id ,parent_id ,stop_counter ,prev_dir = active.pop()

if stop_counter > stop_counter_max: continue # termination criterion

centerline.append(point ,segment_id ,parent_id) # adding to the set of centerline pts

patch = sample(point) # patch sampler

# get direction , patch_type (bifurcation or normal) predictions from DBC -Net

dir_response ,patch_type_bifur ,dir_entropy = DBC_Net(patch)

# get direction vectors depending on patch_type and dir_response

dir_vect = get_direction_vectors(patch_type_bifur , dir_response)

candidates = (dir_vect * step size ) + point # get candidates from direction vectors

# get patch_type (endpoint or not) predictions from STC -Net

stop_prob = STC_Net(patch)

if stop_prob > stop_prob_max or dir_entropy > dir_entropy_max: stop_counter ++

else: stop_counter = 0 # reset

# nearest neighbor distance check if each candidate point is an active point

candidates = [c for c in candidates if distance(c,centerline) > step_size /2]

dir_vector = (candidates - point)/step_size # get direction vectors back

if len(candidates) == 1: # continue segment

active.add(candidates , segment_id , point_id , stop_counter , dir_vect)

else:

for ind , cand in enumerate(candidates): # start segments from bifurcation at cand

active.add(cand , next_seg_id ++, None , stop_counter , dir_vect[ind])

Listing 1: Pseudo code of the tracking algorithm. get direction vectors function returns the direction vectors to the neighboring centerline points
taking the direction response and bifurcation prediction from the DBC-Net as input. The centerline list contains the tracked coronary tree at the
termination of this algorithm.

5 mm are sampled and labelled as stop patch type. All
the other centerline points are labelled as normal patch
type. Only binary cross entropy loss for stop patch type
classification is employed for training the network. The
overall stopping criteria is based on the predictions by
the STC-Net and the entropy of the direction predic-
tion response by the DBC-Net. Wolterink et al. (2019)’s
stopping criterion is solely based on moving average en-
tropy which results in premature termination as well as
leakage in some of the cases. Our combined stopping
heuristic tries to solve the issue of premature termina-
tion in the presence of plaque and stenosis.

4.6. Tracking Implementation

The tracking starts by obtaining the seed points, one
for each coronary tree, from the ostium initialization
module. These seed points are added to an active queue.
We continue the tracking until there are no points in the
active queue. We obtain two patches P1 and P2 of res-
olution 0.5 × 0.5 × 0.5 mm3 and 1 × 1 × 1 mm3 re-
spectively centered at the point popped from the queue.
These patches are fed to the DBC-Net and STC-Net.
The STC-Net outputs the probability of the patch being

a stop patch or normal patch.

The DBC-Net determines the direction predictions on
the unit sphere S d as well as classifies if the given patch
contains a bifurcation or not. The DBC-Net learns to
predict some relatively high values near the correct di-
rection class as, for example, shown by Figure 6. We
observed that high probabilities were assigned to the
neighbors of the correct direction class as well. Smooth-
ing with a gaussian kernel of size 16 was applied in
order to get rid of the noise. Once the predictions are
smoothed out, we detect two or three peaks depending
on the patch type classification.

Depending on the direction response prediction, the
direction D1 is obtained by taking into account the pre-
viously tracked centerline point. If this is the first point
being extracted, we take the maximum of the direction
response as D1. If a centerline point has been previously
extracted, we take into account the previous direction
Dprev used to obtain this patch. The angle between D1
and Dprev should be less than 60◦ in order to make sure
that the tracker always proceeds forward. The maxi-
mum response obtained in this constrained field of view
is labelled as D1. The second direction D2 should be at
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least 110◦ farther from D1 in order to make sure that the
opposite direction is correctly tracked. The third direc-
tion D3 should be at least 40◦ farther from the first and
second responses. In case the patch type is normal, only
D1 and D2 are determined. The candidate points S candi

are obtained from the direction vectors Di as follows:

S candi = S point + ∆step × Di (3)

i vares from 1 to 2 in normal case and 1 to 3 in case a
bifurcation has been detected. S point represents the cur-
rent patch center and ∆step is the step size. The distance
between all the candidate points and already finalized
centerline points is determined. Candidate points with a
distance > (∆step)/2 are added to the active queue.

A combined criterion based on the predictions of the
STC-Net and entropy determined from the direction
prediction response of the DBC-Net is used to termi-
nate the tracking. If the entropy exceeds a threshold of
0.8 or the stop patch probability goes above 0.5, the stop
counter is updated by one. If the none of these two con-
ditions are satisfied, counter is reset. If the stop counter
exceeds 3, the active point is not included into the list of
the tracked list of centerline points and tracking termi-
nates.

Information related to the previous direction and stop
counter is kept in the active queue along with the 3D
point coordinates. It is also important to keep track of
the separate segments and their parents in the queue.
The segment terminates at each bifurcation point. List-
ing 1 shows the simplified pseudo code for the tracker
implementation. Figure 9 shows how individual vessels
can be obtained making use of the segment information
stored during tracking.

5. Evaluation Measures

A prerequisite to the evaluation of all the metrics is
the conformity in the spacing between the tracked cen-
terline points and the ground truth centerline points.
The ground truth annotations of the coronary arteries

Figure 9: Different vessels in the coronary tree obtained from the
tracked result. Each color represents a different coronary artery.

Figure 10: True Positive Reference (TPR), True Positive Measured
(TPM), False Positive (FP) and False Negative (FN) associated with
different parts of the tracked (blue dotted line) and reference centerline
(red dotted line). Clinically relevant part of the vessel is also shown
in the figure. More details about metric calculation can be found in
Schaap et al. (2009).

and the tracked arteries are resampled uniformly to ob-
tain same spacing between consecutive points (Schaap
et al., 2009).

A point on the ground truth centerline is labelled as
True Positive Reference (TPR) if a tracked centerline
point is present within the corresponding annotated ra-
dius and it is labelled as False Negative (FN) otherwise.
A point on the tracked centerline is labelled as True Pos-
itive Measured (TPM) if a ground truth centerline point
is present within the corresponding annotated radius and
it is labelled as False Positive (FP) otherwise. Figure 10
shows how TPR, TPM, FP and FN are obtained in terms
of tracked and reference centerlines.

The points towards the distal end of the coronary ar-
teries may be ambiguous and not clinically relevant.The
endpoint of the clinically relevant part of each artery is
defined as the most distal point of the vessel with an
radius greater than 0.75 mm.

Sensitivity determines how much of the ground truth
coronary tree has been correctly tracked by the algo-
rithm. A sensitivity value of 1 indicates that the entire
coronary tree has been covered by the centerline extrac-
tion algorithm.

Sensitivity =
T PR

T PR + FN
(4)

The number of annotated coronary arteries varies
from 4 to 20 in the CCTA images in the Philips dataset.
In an effort to obtain the entire coronary tree, the algo-
rithm will also track the arteries that have not been an-
notated. However, a check should be maintained to see
that the algorithm doesn’t detect many spurious vessels.
Hence, the deviation from the coronary reference tree
is kept in check in terms of False Positive Rate (FPR).
For calculating the Sensitivity and False Positive Rate,
we set the threshold radius to 1 mm.

FPR =
FP

T PM + FP
(5)

Overlap measure as defined in equation 6 similar to
dice in segmentation. Average Overlap (OV) takes the
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Figure 11: Qualitative Representation of the Tracked Result. (a) shows the coronary artery centerline extraction result when the algorithm is
initialized by placing the seed points at the ostium. (b) shows the coronary artery centerline extraction result when the algorithm is initialized by
placing the seed points in the middle of LAD and RCA. The green part of the extracted coronary tree indicates the portion tracked within the radius
threshold of the annotated centerline points. The red part corresponds to the part missed by the tracking algorithm. The purple part corresponds
to extra tracked arteries that are not present in the ground truth annotation. In (c), the bifurcation detection in orange is shown overlayed on the
tracked coronary artery tree.

entire reference and extracted coronary artery into con-
sideration. Clinically Relevant Overlap (OT) calcu-
lates the overlap only for the clinically relevant part of
the artery. Overlap until First Error (OF) calculates
the portion of the overlap accurately tracked until the
first error occurs (Schaap et al., 2009).

Overlap =
T PR + T PM

T PR + T PM + FN + FP
(6)

The deviation of the extracted points from the ref-
erence centerline points is determined only for regions
of the reference tree which are labelled as True Posi-
tive Reference. The average of the Euclidean distance
between the reference centerline points and the nearest
tracked centerline point determines the Accuracy In-
side (AI).

6. Results

Fully automatic coronary centerline extraction meth-
ods extract the entire coronary tree without requiring
any manually placed seed point to be provided for the
vessels. The quantitative analysis of the extracted cen-
terlines is performed individually for each coronary
artery. The MICCAI CAT08 dataset provides for each
case a point in the distal end of the coronary artery for
selection. In case the coronary artery centerline is not
present in the distal end, another point is provided in
the proximal part of the artery which can be utilized for
coronary artery selection.2 The evaluation guidelines
of the challenge only allow the usage of one of these
points. In order to keep the evaluation consistent, the
quantitative analysis in Philips dataset is also performed
by utilizing a point in the distal or proximal end of the
coronary artery for selection.

2http://coronary.bigr.nl/centerlines/about.php/

rules.php

6.1. Philips Dataset
The Philips dataset comprising 43 CCTA scans was

used to train the DBC-Net for simultaneous direction
classification and bifurcation detection as well as the
model for the detection of stop patches. The dataset was
randomly shuffled and 33 CCTA images were used for
training. The remaining 10 CCTA images were used for
validation. Four-fold cross validation was performed for
the final model. The seed point for the initialization of
the tracker in order to obtain the centerlines for left or
right coronary tree can be given anywhere on the coro-
nary tree. However, the seed point for all the experi-
ments was given near the ostium as this point can be
obtained automatically from the model based segmen-
tation.

No. of Resolutions S OV OT AI
1 82.3 76.4 85.9 0.37
2 88.9 81.2 87.4 0.32
3 87.4 78.6 86.5 0.34

Table 1: The effect of varying number of resolutions levels in the
DBC-Net in terms of total sensitivity (S, in %), overlap (OV, in %),
clinically relevant overlap (OT, in %) and accuracy inside (AI, in mm).

Table 1 shows the overlap metrics and accuracy inside
on the validation set when the number of input resolu-
tion levels and consequently the pathways in the archi-
tecture are varied. In case of a single pathway, only 1
resolution of 0.5 x 0.5 x 0.5 mm3 is used. In case of a
dual pathway, 2 resolutions of 0.5 x 0.5 x 0.5 mm3 and
1 x 1 x 1 mm3 are utilized. In case of three pathways, 3
resolutions of 0.5 x 0.5 x 0.5 mm3, 1 x 1 x 1 mm3 and
1.5 x 1.5 x 1.5 mm3 are employed. The dual pathway
architecture with only two resolutions performs better
as indicated by overlap and accuracy metrics.

Figure 11 (a) shows that the result of automatic coro-
nary centerline extraction when the seed points for
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Figure 12: Clinically relevant overlap of all the arteries present the Philips dataset which occur more than 3 times. The number of occurrences
of each artery is also shown in the plot. The horizontal axis shows the names of different coronary arteries, the left vertical axis shows their
corresponding mean clinically relevant overlap obtained and the right vertical axis shows the number of times each artery is encountered in Philips
dataset.

Figure 13: The effect of number of discrete direction points Nd on the
unit sphere S d for direction classification in terms of sensitivity and
accuracy inside.

tracker initialization are placed at the left and right coro-
nary ostium. 11 (b) shows that when the seed points are
placed in the middle of LAD and RCA coronary arter-
ies. The extracted coronary tree is almost similar in both
the cases. The sensitivity obtained when the seed points
are placed at the coronary ostia for fold 3 is 88.9% and
it is 87.3% when the seed points are placed in the mid-
dle of LAD and RCA. This shows that the seed point
can essentially be placed anywhere on the coronary tree.
Figure 11 (c) shows the bifurcation detection overlayed
on the tracking result. The orange color on the coro-
nary tree indicates that a bifurcation has been detected
at that centerline point by the DBC-Net which means
that three direction vectors will be obtained to generate
the candidate points.

Figure 13 shows the effect of increasing the number

of sphere direction points. As the number of the direc-
tion points increase, average accuracy inside and sen-
sitivity drops after a maximum. Based on this obser-
vation, we fixed the number of direction points on the
sphere at 1000 for further analysis

There is a data imbalance in the patches extracted
from the CCTA images. Due to low number of patches
with bifurcations, importance sampling is applied in
order to ascertain that a percentage of the mini-batch
during training contains bifurcation patches. Figure 14
shows the effect of increasing the importance sampling
factor while using a fixed mini-batch size of 64. As
the importance sampling parameter increases, the sen-
sitivity increases due to better detection of bifurcations.
However, the detection of vessels not annotated in the
dataset also increases. The importance sampling param-
eter is fixed at 10 in order to keep the false positive rate

Figure 14: The effect of importance sampling parameter while using
a mini-batch of size 64 on sensitivity and false positive rate.
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Loss Function S OV OT AI
Softmax and

Categorical Cross Entropy 88.9 81.2 87.4 0.32

Sigmoid and
Binary Cross Entropy 88.4 78.6 86.7 0.34

Table 2: The comparison between two different types of loss functions
for direction classification in terms of senstivity (S, in %), overlap
(OV, in %), clinically relevant overlap (OT, in %) and accuracy inside
(AI, in mm).

in check so that spurious vessels are not detected.
The final model uses softmax activation function for

the direction classification layer (D) in the model and
categorical cross entropy loss. Table 2 shows that this
choice performs slightly better than sigmoid activation
for the direction layer (D) and binary cross entropy loss.
For the final hyper-parameter choice, we conducted a
four-fold cross validation on randomly generated splits
of the Philips dataset. The quantitative measures were
averaged across the folds and we obtained an aver-
age sensitivity of 87.1%, clinically relevant overlap of
89.1% and overlap of 80.4% was obtained. An aver-
age accuracy inside of 0.34 mm was obtained which is
within the average voxel size of 0.40× 0.40× 0.43mm3.

6.2. CAT08 Training Dataset

The training dataset of CAT08 challenge was used as
a test set in order to determine the performance of the
proposed algorithm. The best model from the cross val-
idation of the Philips dataset was used to extract cen-
terlines for CAT08 training dataset. This model was not
re-trained on CAT08 dataset. The tracker was initialized
using ostium points derived from the Model Based Seg-
mentation of the heart. The training dataset of CAT08
challenge consists of 8 CCTA images containing 32 an-
notated vessels. This dataset contains images of varying
quality and calcium score.

Table 3 shows that an average overlap of 93.4%,
clinically relevant overlap of 95.9% and overlap until
first error of 76.5% was obtained for these 8 CCTA
scans. All these CCTA scans have an image resolution
of 0.32× 0.32× 0.4mm3.The average accuracy obtained
was 0.36 mm which is approximately within the dimen-
sion of the one voxel. The average time taken to extract
the entire coronary tree on a GTX 1080 GPU is 41 s.
For all cases, 15 out of 16 vessels were automatically
detected. One vessel from case 3 which was missed
due to failure in corresponding bifurcation detection re-
quired an additional seed point in order to be detected.
This is a good test of generalization of the algorithm
as the model was trained on CCTA scans from Philips
scanners and CCTA scans in CAT08 dataset come from
different types of Siemens scanners.

Figure 15 shows the results of automatic coronary
centerline extraction for case 4 from CAT08 training set

No. Image
Quality

Calcium
Score OV OF OT AI T

0 Moderate Moderate 94.2 77.7 95.1 0.4 55
1 Moderate Moderate 97.3 99.4 99.6 0.32 39
2 Good Low 98.3 99.7 100 0.31 43
3 Poor Moderate 86.3 63 89.1 0.4 41
4 Moderate Low 92.9 57.3 97.9 0.33 31
5 Poor Moderate 97.6 77.5 99.7 0.43 33
6 Good Low 96.7 87.2 99.6 0.3 36
7 Good Severe 83.9 49.1 86.3 0.38 48

Avg 93.4 76.5 95.9 0.36 41

Table 3: Results of our method on CAT08 training set which was used
as a test set. For each case, overlap (OV, in %), overlap until first error
(OF, in %) and clinically relevant overlap (OT, in %) ,average accuracy
inside (AI, in mm), time taken for coronary tree extraction (T, in s)
along with subjective image quality and calcium score is shown.

and case 11 from CAT08 test set. The blue dots corre-
spond to the ostia locations obtained from model based
segmentation for tracker initialization. The proposed al-
gorithm extracts the entire coronary tree while annota-
tions for only 4 coronary arteries were provided in the
ground truth.

6.3. CAT08 Testing Dataset
The CAT08 test dataset comprises of 24 CCTA scans

of varying image quality and calcium scores. We tested
our algorithm on these 24 CCTA images containing 96
vessels in order to benchmark the performance of our
algorithm against methods available on the leaderboard
of CAT08 challenge. Both the DBC-Net and the STC-
Net were now trained on 43 cases of Philips dataset and
8 cases of CAT08 training dataset. These models were
used to extract centerlines of the coronary arteries in the
CAT08 test set which were then submitted to the evalu-
ation framework online.

Table 4 shows the performance of the algorithm on
the testing set of MICCAI 2008 challenge. An average
overlap of 93.6%, clinically relevant overlap of 96.4%
and overlap until first error of 76.3% was obtained for
these 24 CCTA scans. Cases 8, 10 and 27 required one
additional seed point due to failure in the detection of
bifurcations for one of the vessels. There are significant

Figure 15: The left and right coronary trees extracted without any
user intervention for two cases in training and testing set of CAT08
Challenge. The blue dots correspond to the ostia locations used for
tracker initialization obtained automatically.
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motion artifacts present case 26 which hamper the bi-
furcation detection. Hence, additional seed points are
provided for 3 of the vessels in this CCTA image. There
are 132 vessels present in the training and test set of
CAT08 dataset. Overall, 125 vessels were automatically
detected without requiring any seed points.

Table 5 shows the comparison of the performance of
our algorithm AuCoTrack against the current automatic
coronary centerline extraction techniques and the state-
of-the-art CNN-based technique which requires at-least
one point per vessel for the centerline extration. Our
proposed method achieves better overlap rank of 9.87
than other automatic techniques of Zheng 10.43, Kita-
mura 13.81 and Yang 10.55. Wolterink’s CNN-based
approach requires atleast one seed point per vessels.
AuCoTrack successfully detected approximately 95%
percent of the vessels in CAT08 dataset requiring no
user interaction. However, Wolterink’s approach gives
OV, OF and OT values of 93.7% , 81.5% and 96% re-
spectively. Our method achieves almost the same per-
formance as the Wolterink’s CNN approach while re-
ducing the need of interaction to almost zero. Our ap-
proach also requires an average time of 42.6 s using
a GTX 1080 GPU to extract the entire coronary tree.
Our method is faster than all other automatic approaches
but, the comparison is difficult as the computational re-
sources of all the methods are not same.

No. Image
Quality

Calcium
Scores OV OF OT AI T

8 Poor Low 84.6 48.7 91.1 0.46 31
9 Good Low 95.4 70.2 98.5 0.34 37

10 Moderate Moderate 94.8 91.4 97.3 0.36 36
11 Good Moderate 91 53.7 91.8 0.39 49
12 Good Moderate 89.1 29.4 94.2 0.38 55
13 Moderate Low 97.8 96.4 97.8 0.37 39
14 Moderate Severe 97.7 67.2 98.7 0.4 57
15 Moderate Moderate 96.1 100 100 0.34 65
16 Good Low 97.4 92.4 100 0.4 45
17 Poor Severe 91.6 68.3 95.8 0.41 33
18 Good Moderate 96.6 95.9 98.9 0.3 38
19 Moderate Moderate 95 100 100 0.34 35
20 Moderate Moderate 90.1 46.2 90.5 0.45 43
21 Good Low 96.7 97.2 99.3 0.36 36
22 Good Low 96.8 99.6 99.7 0.35 33
23 Moderate Moderate 98.3 97.4 99.2 0.36 47
24 Moderate Severe 93.3 52.2 95.3 0.3 35
25 Good Moderate 95.1 69.5 98.2 0.39 51
26 Poor Low 76.7 34.8 86.6 0.5 47
27 Good Moderate 85 55.3 85.6 0.42 47
28 Good Low 95.9 94.4 97.4 0.32 38
29 Poor Moderate 98.4 95.1 99.7 0.32 44
30 Good Low 95.1 77.5 98.5 0.33 42
31 Good Moderate 98.8 99.2 100 0.31 40

Avg 93.6 76.3 96.4 0.37 42.6

Table 4: Results of our method on CAT08 test set. For each test case,
overlap (OV, in %), overlap until first error (OF, in %) and clinically
relevant overlap (OT, in %) ,average accuracy inside (AI, in mm), time
taken for coronary tree extraction (T, in s) along with subjective image
quality and calcium score is shown.

Method OV OF OT AI T
AuCoTrack 93.6 76.3 96.4 0.37 42.6
Zheng et al 93.7 76.5 95.6 0.21 60

Kitamura et al 93.5 70.9 92.5 0.2 160
Yang et al 90.6 74.2 95.9 0.25 120

Wolterink et al (Interactive) 93.7 81.5 97 0.21 10

Table 5: The comparison of our proposed AuCoTrack algorithm and
the top automatic coronary artery centerline extraction techniques in
terms of overlap (OV, in %), overlap until first error (OF, in %) and
clinically relevant overlap (OT, in %), average accuracy inside (AI, in
mm) and time taken (T, in s). The interactive CNN-based method by
Wolterink et al. (2019) is separated by a dotted line.

7. Discussion

We aimed to provide a deep learning-based automatic
approach for centerline extraction in CCTA images. The
proposed algorithm was first tested on CCTA scans ac-
quired using Philips scanners from multiple sites. The
sweeps for hyper-parameter tuning were performed on
Philips dataset using 33 CCTA scans for training and 10
CCTA scans for validation. The method was then eval-
uated using four-fold cross validation on these CCTA
scans. A high average clinically relevant overlap of
89.1% and average sensitivity of 87.1% was obtained.
The average accuracy inside for the Philips dataset was
reported to 0.34 mm which is less than the average voxel
dimensions.

The generalization of this approach was then evalu-
ated by testing the proposed algorithm on the CAT08
training dataset. The model from four-fold cross valida-
tion on Philips dataset was used to extract centerlines for
CAT08 training dataset. The images from CAT08 train-
ing dataset contained considerable variability in terms
of calcium scores and image quality. An average over-
lap of 93.4% and clinically relevant overlap of 95.9%
was obtained on evaluating CAT08 training dataset as a
test set.

In order to benchmark the performance, we also
tested the algorithm by submitting the extracted cen-
terlines of 96 vessels on the evaluation framework of
CAT08 challenge. In order to extract centerlines for
CAT08 test set, the method was trained on all 43 CCTA
scans from Philips dataset and 8 CCTA scans from
CAT08 training set. The bifurcation detection failed in
7 out of these 132 vessels. A seed point was required in
these cases in order to retrieve these coronary arteries.

The proposed algorithm achieves better overlap rank
than the previously available fully automatic coronary
artery centerline extraction algorithms. An overlap
rank of 9.87 was achieved by AuCoTracker while the
top three automatic algorithms on the CAT08 leader-
board by Zheng et al. (2013), Kitamura et al. (2012)
and Yang et al. (2011) had an overlap rank of 10.43,
13.81 and 10.55 respectively. The accuracy inside for
the CAT08 testing data set was 0.37 mm. The state-
of-the-art automatic centerline extraction algorithm by
Zheng et al. (2013) utilizes segmentation masks for their
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Figure 16: Stretched multiplanar reformation (sMPR) and curved multiplanar reformation (cMPR) images constructed from extracted centerlines
using our proposed method “AuCoTrack”. The blue box in case 0 from training set of CAT08 challenge shows the presence of severe stenosis.
Case 26 from testing set of CAT08 challenge has severe motion artifacts. MPR and cMPR images of a case from Philips dataset shows the presence
of coronary calcification. The red lines shows the extracted centerline overlayed on the sMPR image.

model driven and data driven approach. Their algorithm
uses 108 CCTA scans from their properiety dataset.
Our proposed algorithm achieves state-of-the-art over-
lap metrics on training set of CAT08 challenge when
trained with only 33 CCTA scans from a distinct in-
house dataset. Hence, this method can be trained effi-
ciently on low number of CCTA scans.

Table 4 shows the evaluation metrics for the testing
set of CAT08 challenge with variable image quality and
calcium score. An average overlap of 87.8%, 95.4%
and 94.4% was achieved for CCTA scans with poor,
moderate and good image quality respectively. Poor
image quality is defined by the presence of image de-
grading artifacts and evaluation is only possible with
low confidence (Schaap et al., 2009). Our algorithm’s
performance is effected by poor image quality but the
performance is consistent over moderate and good im-
age quality. CCTA images with calcium scores of low,
moderate and severe had an average overlap of 92.9%,
94.0% and 94.2% respectively. This shows the perfor-
mance of the algorithm is not strongly effected by the
presence of coronary calcification.

The proposed algorithm aims at extracting the entire
coronary tree from a single seed point. The compara-
tive low metrics for the CCTA scans in Philips dataset
as compared to CAT08 dataset can also be attributed
to the fact that average number of annotated arteries in
the Philips dataset is 9 as compared to 4 in the CAT08
dataset. High clinically relevant overlap in the cases
with large number of annotated arteries show that our
algorithm is capable of extracting the entire coronary
tree. Some of the arteries that may be missed can re-
trieved by a single seed point.

Wolterink et al. (2019) achieved near state-of-the-art
performance as an interactive method for the CAT08
dataset. This method was based on a CNN classifier

which simultaneously predicts direction to the center-
lines and radius. The main constraint of this method is
that it requires one or more seed points per vessel. Our
method removes the requirement of seed points per ves-
sel. A seed point is required only when the bifurcation
detection fails for the corresponding artery. Successful
vessel detection was observed in 95 percent of the cases
in CAT08 dataset. The ostia points required for tracker
initialization were automatically obtained from an MBS
model. Wolterink et al. (2019)’s tracker termination is
guided by a moving average entropy criteria which fails
in case of a severe stenosis. This is the reason that in
some of the cases more than one point is required per
vessel in order to warm-start the tracking process. Our
method utilizes a model trained on patches beyond the
end point in order to determine if the end of a coronary
artery has been reached. We employ a voting mecha-
nism of stop patch classification as well as moving av-
erage entropy in order to terminate the tracking.

The number of annotated centerlines in Philips
dataset varies from 4 to 20. This attributes to severe
label noise for bifurcation classification because the un-
derrepresented bifurcation patches may be labelled as
normal patches in cases where the number of annotated
centerlines are low. This problem may be mitigated
by labelling the missing bifurcation points on the an-
notated arteries. Alternatively, active learning or label
noise suppression strategies can also be explored for the
solution (Karimi et al., 2020; Wang and Smedby, 2008).

The extraction takes on average 42.1 s for the entire
coronary tree in CAT08 dataset. The time complexity of
the tracking algorithm in Listing 1 in worst case is softly
bounded by O(n2) where n represents the total number
of tracked points. Hence, the total time taken depends
on the size of the extracted coronary tree. This time can
be reduced by many folds by optimizing the tracker. The
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different sub-trees can be processed in a parallel fash-
ion making use of the bifurcation predication. Within
the same sub-tree, different threads can access the main
active queue and process the data in a parallel fashion
keeping track of the visited points. The tracking result
on the CCTA image can be displayed in real time as
tracking is being performed.

Figure 16 shows stretched multiplanar reformation
(sMPR) and curved multiplanar reformation (cMPR)
images reconstructed using centerlines obtained from
“AuCoTrack” algorithm. These reformatted images
can be directly used for the diagnosis of coronary artery
disease. The proposed algorithm makes use of the lo-
cal intensity information in the patches in order detect
the direction to the centerlines and the bifurcation. We
have shown that the model trained on CCTA images
from Philips dataset works well for the images from old
Siemens scanners for CAT08 dataset.

8. Conclusions

We proposed a deep learning-based automatic coro-
nary artery centerline extraction algorithm which con-
sists of three major modules. The first module com-
prises of a novel multi-resolution CNN which simulta-
neously determines the direction to the coronary artery
centerlines and detection of bifurcation in the patch.
The second module consists of a similar architecture for
the classification of end points of the coronary arteries
based on patch extraction near the end points. The third
module consists of a tracking algorithm that utilizes the
information from the first two modules to obtain the en-
tire coronary tree efficiently. This is the first automatic
deep learning-based approach for centerline extraction
based on a single seed point per coronary tree. Utiliz-
ing a model based segmentation module, we are able to
automatically detect suitable ostium landmarks. Hence,
the proposed overall pipeline requires zero user inter-
action. Previous CNN approach by (Wolterink et al.,
2019) requires one or more seed points per vessel.

The proposed algorithm was first validated on dataset
from Philips scanners which contained considerable
variability in terms of annotation. The algorithm
demonstrated high accuracy and speed. The algorithm
was then benchmarked against previous automatic cen-
terline extraction algorithms on CAT08 dataset. The
proposed algorithm achieves better overlap rank as com-
pared to previous state-of-the-art automatic centerline
extraction techniques. Total overlap, clinically relevant
overlap and overlap until first error metrics are approx-
imately similar to the previous CNN approach requir-
ing multiple seed points per vessel. The vessels that are
missed by the proposed algorithm can also be retrieved
by specifying a single seed point.

The high speed of coronary artery centerline extrac-
tion combined with high overlap performance make it
suitable for deployment in real time applications. The

generalization of the algorithm is demonstrated by the
fact that it was trained on recent CCTA images from
Philips scanners and tested on CAT08 dataset with
considerable variability. Since the algorithm is based
on local intensity of the patches, the same proposed
pipeline/model can be used to obtain centerlines in other
applications e.g. rib centerline extraction. A novel
architecture was proposed employing multi-resolution
patches with patch-type regularization. The proposed
network can be trained to perform automatic tracking in
many computer vision applications.

9. Future Work

We proposed a fully automatic deep learning-based
centerline extraction algorithm. In future work, a re-
centering of the extracted centerline points based on lo-
cal intensity values could be performed in order to im-
prove the accuracy inside. A rough segmentation algo-
rithm may be used to obtain seed points for centerline
extraction in the regions not already covered by auto-
matic extraction performed by this method. This will
aid in detecting the missed coronary artery centerlines
due to failure in bifurcation detection. Further experi-
ments can be performed in order to try the model trained
on these CCTA scans to extract centerlines in 3D tubular
structures such as lung, bronchia and other blood ves-
sels. In any case, the proposed pipeline can be re-trained
to detect centerlines in any tubular structure.

An anatomical prior such as fast segmentation of the
ventricles can be used to define a volume of interest
in order to apply constraints on the movement of the
tracker. In future, the coronary centerlines extracted
from the algorithm will also be used to obtain a segmen-
tation of the coronary arteries by also predicting the ra-
dius simultaneously. This segmentation result will then
be used to further evaluate the performance of AuCo-
Track algorithm on Automated Segmentation of Coro-
nary Arteries (ASOCA) challenge dataset.3
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Abstract

Non-invasive multiparametric MR imaging (mpMRI) can facilitate the early detection of clinically significant prostate
cancer (csPCa). However, interpretation of radiological findings is susceptible to overdiagnosis and low inter-reader
agreement, as current assessment standards share a limited ability to distinguish csPCa from benign prostate cancer
(PCa) and other non-malignant conditions. In this research, we propose a novel multi-stage computer-aided detec-
tion (CAD) model to perform automated voxel-level detection of csPCa in prostate mpMRI. The model is driven by
convolutional neural networks (CNN), which use anisotropically-strided 3D convolutions to leverage the spatial con-
text between adjacent MRI slices, without forgoing computational efficiency. It combines spatial and channel-wise
attention mechanisms to adaptively target the most salient prostatic structures and discriminative feature dimensions
in mpMRI volumes, at multiple resolutions. It uses an additional 3D residual classifier for independent false posi-
tive reduction. Finally, it exploits an anatomical prior, which captures the spatial prevalence of csPCa and its zonal
distinction, to infuse clinical priori into the CNN architecture for guided inference and feature extraction. For 487
institutional testing scans, the 3D CAD system achieves 83.95% and 89.94% detection sensitivity at 0.5 and 1.0 false
positive per patient, respectively, along with 0.884 AUROC in patient-based diagnosis. For 296 external testing scans,
the 3D CAD system exhibits moderate agreement with a consensus of expert radiologists (77.70%; kappa = 0.543)
and independent pathologists (78.04%; kappa = 0.527), thereby demonstrating a strong ability to generalize to
histologically-confirmed csPCa detection using radiologist-supported training samples only.

Keywords: prostate cancer, magnetic resonance imaging, convolutional neural networks, computer-aided diagnosis
and detection, anatomical prior, visual attention, zonal segmentation

1. Introduction

Prostate cancer (PCa) is among the most prevalent
cancers in men worldwide. It is estimated that as of Jan-
uary, 2019, over 45% of all men living with a history
of cancer in the United States had suffered from PCa
(Miller et al., 2019). One of the main challenges sur-
rounding the accurate diagnosis of PCa is its broad spec-
trum of clinical behavior. PCa lesions can range from
low-grade, benign tumours that never progress into clin-
ically significant disease to highly aggressive, invasive
malignancies that can rapidly advance towards metasta-
sis and death (Johnson et al., 2014). Successful clinical
outcomes rely on the ability to distinguish between the
former incidents of benign PCa from the latter strains
of clinically significant PCa (csPCa) in the early stages
of the disease. In the context of PCa staging and grad-

ing systems, the definitive standard in clinical practice is
to use prostate biopsies to histologically assign a Glea-
son Score (GS) to each lesion, as a measure of cancer
aggressiveness (Epstein et al., 2016). Although, non-
targeted transrectal ultrasound (TRUS) is generally em-
ployed to guide biopsy extractions, it is severely prone
to an underdetection of csPCa and overdiagnosis of be-
nign PCa (Verma et al., 2017). Thus, multiparametric
MR imaging (mpMRI) is used to compensate for these
limitations of TRUS (Engels et al., 2020; Israël et al.,
2020; Johnson et al., 2014). Negative mpMRI can rule
out unnecessary biopsies by 33% (Elwenspoek et al.,
2019), benefiting patients with a high risk of compli-
cations from repeated needle sampling. Multiple stud-
ies confirm that MRI-targeted biopsies can also replace
or complement systematic TRUS-guided biopsies with
indisputable improvements in diagnostic certainty (Ka-
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Figure 1: The challenge of discriminating csPCa due to its heterogeneous appearance. (a-b) T2-weighted imaging (T2W), (c-d) diffusion-weighted
imaging (DWI) and (e-f) apparent diffusion coefficient (ADC) maps constituting the prostate mpMRI scans for two different patients are shown
above, where yellow contours indicate csPCa lesions. While one of the patients has large, severe csPCa developing from both ends (top row), the
other has a relatively focal csPCa lesion surrounded by perceptually similar nodules of non-malignant benign prostatic hyperplasia (BPH) (bottom
row). Furthermore, normalized intensity histograms compiled from all 2733 scans used in this study (right) reveal a large overlap between the
distributions of csPCa and non-malignant prostatic tissue for all three MRI channels.

sivisvanathan et al., 2018; Rouvière et al., 2019; van
der Leest et al., 2019). As such, the Prostate Imaging
Reporting and Data System (PI-RADS) (Weinreb et al.,
2016) continues to be developed. PI-RADS is a com-
prehensive set of standardized guidelines that enables
radiologists to estimate the likelihood of csPCa from the
findings of prostate mpMRI. However, even PI-RADS
v2 follows a qualitative or semi-quantitative assessment
that mandates substantial expertise for proper usage.
To make matter worse, csPCa can manifest as multi-
focal lesions of different shapes and sizes, while bear-
ing a strong resemblance to numerous non-malignant
conditions (as seen in Fig. 1) such as benign prostatic
hyperplasia (BPH), scar tissue, hemorrhage, prostati-
tis, postradiation changes, etc. (Israël et al., 2020).
In the absence of experienced radiologists, these fac-
tors can lead to low inter-reader agreement (< 50%)
and sub-optimal interpretation of prostate mpMRI scans
(Garcia-Reyes et al., 2015; Rosenkrantz et al., 2016;
Smith et al., 2019).

The development of proficient and reliable csPCa de-
tection algorithms has therefore become an important
research focus in medical image computing, offering
the potential to aid radiologists’ workflow and assist
the early detection of csPCa with consistent quantitative
analysis.

2. State of the Art

The advent of deep convolutional neural networks
(CNN) has paved the way for powerful computer-aided
detection (CAD) systems that rival human performance
(Esteva et al., 2017; McKinney et al., 2020). Machine
learning models are increasingly applied for PCa de-
tection, leveraging the high soft-tissue contrast and rich

blend of anatomical and functional information present
in prostate mpMRI.

In recent years, a number of retrospective studies
have investigated the growing potential of CAD sys-
tems relative to radiologists. Sanford et al. (2020) com-
pares the PI-RADS classification performance of a four-
class 2D ResNet with expert radiologists, reaching 56%
agreement on 68 testing scans. Schelb et al. (2019) uses
an ensemble of 2D U-Nets to achieve statistically sim-
ilar csPCa detection performance as a cohort of trained
radiologists on 62 testing scans.

Multiple studies have also explored architectural en-
hancements to extend functionality and improve pre-
existing CAD systems. Cao et al. (2019a) proposes a
hybrid 2D network titled FocalNet for joint PCa detec-
tion and GS prediction. Over 5-fold cross-validation us-
ing 417 patient scans, FocalNet achieves 87.9% sensi-
tivity at 1.0 false positive per patient, trailing behind ra-
diologists by only 1.5% at the same false positive rate.
Meanwhile, Yu et al. (2020) proposes a dual-stage 2D
U-Net for csPCa detection, with an integrated second-
stage classifier solely for false positive reduction.

Cancerous lesions stemming from the prostatic pe-
ripheral zone (PZ) exhibit different morphology and
pathology than those developing from the transitional
zone (TZ) (Chen et al., 2000; Israël et al., 2020; Wein-
reb et al., 2016). Hosseinzadeh et al. (2019) highlights
the merits of utilizing this priori using an early fusion of
probabilistic zonal segmentations inside a 2D U-Net de-
tector. The study demonstrates that the inclusion of PZ
and TZ segmentations introduces an average increase of
5.3% in csPCa detection sensitivity at 0.5, 1.0 and 2.0
false positives per patient. In a separate study, Cao et al.
(2019b) builds a probabilistic prevalence map, depict-
ing the typical sizes, shapes and locations of PCa across
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the prostate anatomy. The map is subsequently used as
spatial prior in a weakly supervised 2D U-Net detector.
Both methods emphasize the value of clinical priori and
anatomical features, which also play an integral role in
classical machine learning-based CAD systems for PCa
as well (Lemaı̂tre et al., 2017; Litjens et al., 2014).

The vast majority of CAD systems for csPCa di-
agnosis operate on a 2D-basis, citing computational
limitations and the non-isotropic imaging protocol of
prostate mpMRI as their primary rationale. Yoo et al.
(2019) tackles this challenge by employing dedicated
2D ResNets for each slice in a patient scan and aggre-
gating all slice-level predictions with a Random For-
est classifier. Aldoj et al. (2020) proposes a patch-
based approach with highly localized regions of interest
(ROI) passing through a standard 3D CNN. Alkadi et al.
(2019) follows a 2.5D approach as a compromise solu-
tion, sacrificing the usage of multiple MRI channels for
an additional pseudo-spatial dimension.

2.1. Contributions
In this research, we harmonize several state-of-the-

art techniques from the past 5 years to present a novel
end-to-end 3D CAD system for voxel-level detection of
csPCa in prostate mpMRI scans. The following points
summarize the main contributions of our study:

• We design a dual-attention detection network that
adaptively targets the most spatially salient pro-
static structures and discriminative features dimen-
sions in mpMRI volumes, at multiple resolutions.
Anisotropically-strided 3D convolutions are used
to exploit the spatial context between adjacent MRI
slices, without forgoing computational efficiency
or the ability to harness multiple MRI channels.

• We study the effect of employing a 3D patch-wise
residual classifier for independent false positive re-
duction and we investigate its utility in improving
baseline specificity, without sacrificing high detec-
tion sensitivity.

• We hypothesize that an anatomical prior that cap-
tures the spatial prevalence of csPCa and its zonal
distinction across the prostate volume, can be used
to infuse domain-specific clinical priori into the
CNN architecture. We analyze the impact of such
a prior on the overall patient-based diagnosis and
lesion-based detection performance, to understand
the extent of its contribution to the CAD system.

• While similar studies are limited by a small num-
ber of test cases, we evaluate performance on 487
institutional and 296 external testing scans anno-
tated using PI-RADS v2 and biopsy-derived GS,
respectively. We benchmark our proposed CAD
system against expert radiologists and we eval-
uate its ability to generalize csPCa detection to

histologically-confirmed malignancies, despite us-
ing radiologist-supported training samples only.

3. Material and Methods

3.1. Dataset
The primary dataset consists of 2437 prostate

mpMRI scans from Radboud University Medical Cen-
ter (RUMC), paired with fully delineated annotations
of csPCa from expert radiologists. From here, 1584
(65%) and 366 (15%) patient scans are partitioned into
training and validation sets, respectively, via stratified
sampling. The remaining 487 (20%) cases are used
to form the testing set (TS1). An external testing set
(TS2) is also curated using 296 prostate mpMRI scans
from Ziekenhuisgroep Twente (ZGT), whose annota-
tions are supported by independent, expert pathologists
using clinically-graded biopsy samples. Special care is
taken to ensure mutually exclusive patients between all
four subsets of data.

3.1.1. Multi-Parametric MRI Scans
For this study, a total of 2437 prostate mpMRI ex-

ams are compiled from the Department of Radiology,
Anatomy and Nuclear Medicine at RUMC over the
period January, 2016 – December, 2017. Addition-
ally, 296 prostate mpMRI exams are compiled from
the Department of Radiology at ZGT over the period
March, 2015 – January, 2017. Patients are biopsy-naive
men (RUMC: {median age: 66 yrs, IQR: 61-70}, ZGT:
{median age: 65 yrs, IQR: 59-68}) with elevated levels
of PSA (RUMC: {median level: 8 ng/mL, IQR: 5-11},
ZGT: {median level: 6.6 ng/mL, IQR: 5-9}). Imaging
is performed on 3T MR scanners (RUMC: {89.9% on
Magnetom Trio/Skyra, 10.1% on Prisma}, ZGT: {100%
on Skyra}; Siemens Healthineers, Erlangen, Germany).
In both cases, acquisitions are obtained following stan-
dard mpMRI protocols in compliance with PI-RADS v2
(Engels et al., 2020). They include T2-weighted imag-
ing (T2W) and diffusion-weighted imaging (DWI). Ap-
parent diffusion coefficient (ADC) maps and high b-
value DWI (b>1400 s/mm2) are computed from the raw
DWI scans. Prior to usage, all scans are spatially re-
sampled to a common axial in-plane resolution of 0.5
mm2 and slice thickness of 3.6 mm via B-spline inter-
polation. Due to the minimal temporal difference be-
tween T2W and DWI acquisitions in the imaging pro-
tocol, we observe negligible patient motion across the
different sequences. Thus, no additional non-rigid reg-
istration is applied across the dataset in agreement with
clinical recommendations (Epstein et al., 2016) and re-
cent studies (Cao et al., 2019a).

3.1.2. Clinical Annotations
Patient mpMRI scans in both RUMC and ZGT

datasets are reviewed by expert radiologists using PI-
RADS v2, where any detected lesions marked PI-RADS

14.3



Computer-Aided Detection of Clinically Significant Prostate Cancer in mpMRI 4

Figure 2: Distribution of csPCa lesion volumes (cm3) observed in the
prostate mpMRI datasets acquired from Radboud University Medical
Center (RUMC) (left) and Ziekenhuisgroep Twente (ZGT) (right).

4 or 5 are flagged as csPCa(PR). When independently
assigned PI-RADS scores are discordant, a consensus
is reached through joint assessment. All instances of
csPCa(PR) are then carefully delineated by three students
on a voxel-level basis.

For ZGT dataset, all patients undergo TRUS-guided
biopsies performed by a urologist, blinded to the imag-
ing results. Additionally, in the presence of suspicious
lesions (PI-RADS 3-5), patients undergo in-bore MRI-
guided biopsies as detailed in van der Leest et al. (2019).
Here, the lowest signal areas within a suspicious region
on the ADC map are used to target extractions. Tis-
sue samples are reviewed by experienced uropatholo-
gists, where cores containing cancer are assigned GS in
compliance with the 2014 International Society of Uro-
logic Pathology (ISUP) guidelines (Epstein et al., 2016).
Any lesion graded GS > 3+3 is marked as csPCa(GS),
and subsequently delineated by two students on a voxel-
level basis.

Upon complete annotation, the RUMC and ZGT
datasets contain 1532 and 210 benign cases, along
with 902 and 86 malignant cases (≥ 1 csPCa lesion),
respectively. Moreover, on a lesion-level basis, the
RUMC dataset contains 1095 csPCa(PR) lesions (mean
frequency: 1.21 lesions per malignant scan; median
size: 1.04 cm3), while the ZGT dataset contains 90
csPCa(GS) lesions (mean frequency: 1.05 lesions per ma-
lignant scan; median size: 1.69 cm3). Fig. 2 highlights
the wide range of csPCa lesion sizes in both datasets.

3.1.3. Prostate Zonal Segmentations
Multi-class segmentations of prostate TZ and PZ are

generated for each scan in the training dataset using
a multi-planar, anisotropic 3D U-Net from a separate
study (Riepe et al., 2020), where the network achieves
an average Dice Similarity Coefficient of 0.90 ± 0.01
for whole-gland segmentation over 5 × 5 nested cross-
validation. We use these zonal segmentations to con-
struct the anatomical prior (as detailed in Section 3.2.3).

3.2. Model Architecture

Our proposed model comprises of two parallel 3D
CNNs (M1, M2) followed by a decision fusion node
NDF , as shown in Fig. 3. The model is driven by the
detection network M1, which segments clinically sig-
nificant instances of prostate malignancy, and it is sup-

plemented by the classification network M2, which in-
dependently scores and divides the scan into eight pri-
marily benign or malignant regions. M1 and M2 rely on
anisotropically-strided 3D convolutions to process the
mpMRI data, which resemble multi-channel stacks of
2D images rather than full 3D volumes. In both cases,
the input volume (x1, x2) undergoes intensity normal-
ization. T2W and DWI channels are normalized to zero
mean and unit standard deviation. ADC channel is lin-
early normalized from [0, 3000] to [0, 1], in order to
retain its highly relevant numerical significance (Israël
et al., 2020). Prevalence map P, constructed using all
prostate zonal segmentations and csPCa annotations in
the training dataset, is incorporated in M1 and NDF as an
anatomical prior. At train-time, M1 and M2 are indepen-
dently optimized using different loss functions and tar-
get labels. At test-time, NDF is used to aggregate their
predictions (y1, y2) into a single output detection map
yDF , with high sensitivity and reduced false positives.

3.2.1. Detection Network
The principal component of our proposed model is

the detection network or M1, as shown in Fig. 4. It is
used to generate the preliminary voxel-level detection
of csPCa in prostate mpMRI scans with high sensitivity.

Typically, a prostate gland occupies 45-50 cm3, but it
can be significantly enlarged in older males and patients
afflicted by BPH (Basillote et al., 2003). The input ROI
of M1, measuring 144 × 144 × 18 voxels per channel
or nearly 336 cm3, includes and extends well beyond
this window to utilize peripheral and global anatom-
ical information. M1 is trained on whole-image vol-
umes equivalent to its total ROI, paired with fully delin-
eated annotations of csPCa(PR) as target labels. Since the
larger ROI and voxel-level labels contribute to a severe
class imbalance (1:153) at train-time, we use a focal loss
function to train M1. Focal loss addresses extreme class
imbalance in one-stage dense detectors by weighting the
contribution of easy to hard examples, alongside con-
ventional class-weighting (Lin et al., 2017). In a sim-
ilar study for joint PCa detection and GS prediction in
prostate mpMRI, the authors credit focal loss as one of
the pivotal enhancements that enable their proposed so-
lution FocalNet (Cao et al., 2019a).

For an input volume, x1 = (x1
1, x1

2,..., x1
n) derived

from a given scan, let us name its target label Y1 = (Y1
1,

Y1
2,...,Y1

n) ∈ {0, 1}, where n represents the total number
of voxels in x1. We can formulate the focal loss function
of M1 for a single voxel in each scan, as follows, where
i ∈ [1, n]:

FL(x1
i,Y1

i) = − α(1 − y1
i)γY1

ilogy1
i

− (1 − α)(y1
i)γ(1 − Y1

i)log(1 − y1
i)

Here, y1
i = p(O=1|x1

i) ∈ [0, 1], represents the probabil-
ity of x1

i being a malignant tissue voxel as predicted by
M1, while α and γ represent weighting hyperparameters

14.4



Computer-Aided Detection of Clinically Significant Prostate Cancer in mpMRI 5

Figure 3: Proposed end-to-end framework for computing voxel-level detections of csPCa in validation/test samples of prostate mpMRI. The model
center crops two ROIs from the multi-channel concatenation of a patient’s T2W, DWI and ADC scans for the input of its detection and classification
3D CNN sub-models (M1, M2). M1 leverages a prevalence map P in its input x1 to synthesize spatial priori and generate a preliminary detection
of csPCa y1. M2 infers on a set of overlapping patches x2 and maps them to a set of probabilistic malignancy scores y2. Decision fusion node NDF
aggregates y1, y2 with P to produce the model output yDF in the form of a post-processed csPCa detection map with high sensitivity and reduced
false positives.

Figure 4: Architecture schematic for the 3D detection sub-model (M1). M1 is a modified adaptation of the UNet++ architecture (Zhou et al., 2020),
utilizing a pre-activation residual backbone (He et al., 2016) with Squeeze-and-Excitation (SE) channel-wise attention mechanism (Hu et al., 2019)
and grid-based attention gates (Schlemper et al., 2019). All convolutional layers in the encoder and decoder stages are activated by ReLU and
LeakyReLU, respectively, and use kernels of size 3 × 3 × 3 with L2 regularization (β = 0.001). Both downsampling and upsampling operations
throughout the network are performed via anisotropic strides. Dropout nodes (rate=0.50) are connected at the output layer and at each scale of the
decoder, for improved generalization.

of the focal loss. At test-time, y1 = (y1
1, y1

2, ..., y1
n) ∈

[0, 1], i.e. a voxel-level, probabilistic csPCa detection
map for x1, serves as the final output of M1 for each
scan.

We choose 3D U-Net (Çiçek et al., 2016; Ron-
neberger et al., 2015) as the base architecture of M1,
for its ability to summarize multi-resolution, global
anatomical features (Dalca et al., 2018) and generate an
output detection map with voxel-level precision. Pre-
activation residual blocks are used at each scale of M1
for feature extraction. Furthermore, the architecture
of its decoder is redesigned into that of a modified
UNet++ (Zhou et al., 2020) for dense feature aggre-
gation. UNet++ is based on redesigned skip connec-
tions and a nested ensemble configuration. It demon-
strates substantial improvements in semantic/instance
segmentation, across a wide range of medical imaging

modalities. In our adaptation, feature fusion from mul-
tiple semantic scales is used to achieve similar perfor-
mance, while dense blocks and deep supervision from
the original design are forgone to remain computation-
ally lightweight.

Two types of differentiable, soft attention mecha-
nisms are employed in M1 to highlight salient informa-
tion throughout the training process, without any ad-
ditional supervision. Channel-wise SE attention (Hu
et al., 2019) is used to amplify the most discrimina-
tive feature dimensions at each resolution. Attention
gates (Schlemper et al., 2019) are used to automatically
learn spatially important prostatic structures of vary-
ing shapes and sizes. While the former is integrated
into every residual block to guide feature extraction,
the latter is placed at the start of skip-connections to
filter the semantic features being passed onto the de-
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coder. During backpropagation, both attention mech-
anisms work collectively to suppress gradients origi-
nating from background voxels and inessential feature
maps. Similar combinations of dual-attention mecha-
nisms have reached state-of-the-art performance in se-
mantic segmentation challenges, sharing an ability to
integrate local features with their global dependencies
(Fu et al., 2019).

3.2.2. Classifier for False Positive Reduction
The goal of the classification network, M2, is to im-

prove overall model specificity via independent, binary
classification of each scan and its constituent segments.
It is effectuated by NDF , which factors in these predic-
tions from M2 to locate and penalize potential false pos-
itives in the output of M1.

M2 has an input ROI of 112 × 112 × 12 voxels per
channel or nearly 136 cm3, tightly centered around the
prostate. While training on the full ROI volume has
the advantage of exploiting extensive spatial context, it
results in limited supervision by the usage of a single
coarse, binary label per scan. Thus, we propose patch-
wise training using multiple, localized labels, to enforce
fully supervised learning. We define an effective patch
extraction policy as one that samples regularly across
the ROI to densely cover all spatial positions. Sampled
patches must also be large enough to include a suffi-
cient amount of context for subsequent feature extrac-
tion. Random sampling within a small window, using
the aforementioned criteria, poses the risk of generating
highly overlapped, redundant training samples. How-
ever, a minimum level of overlap can be crucial, ben-
efiting regions that are harder to predict by correlat-
ing semantic features from different surrounding con-
text (Xiao et al., 2018). As such, we divide the ROI
into a set of eight octant training samples, x2, measur-
ing 64 × 64 × 8 voxels each with nearly 7.5% overlap
shared between neighboring patches.

For input patches, x2 = (x2
1, x2

2, ..., x2
8) derived

from a given scan, let us name its set of target labels
Y2 = (Y2

1,Y2
2, ...,Y2

8) ∈ {0, 1}. We can formulate the
standard cross-entropy loss function of M2 for a single
patch in each scan, as follows, where i ∈ [1, 8]:

CE(x2
i,Y2

i) = − Y2
ilogy2

i

− (1 − Y2
i)log(1 − y2

i)

Here, y2
i = p(O=1|x2

i) ∈ [0, 1], represents the prob-
ability of x2

i being a malignant patch as predicted by
M2. Next, we introduce a pair of complementary class
weights and switch to a balanced cross-entropy loss
function to adjust for the patch-level class imbalance
(1:4) as follows, where i ∈ [1, 8]:

BCE(x2
i,Y2

i) = − βY2
ilogy2

i

− (1 − β)(1 − Y2
i)log(1 − y2

i)

At test-time, y2 = (y2
1, y2

2, ..., y2
8) ∈ [0, 1], i.e. a set

of probabilistic malignancy scores for x2, serves as the
final output of M2 for each scan.

Uncontrolled patch-wise training can create high la-
bel noise. For instance, a single octant patch contains
64 × 64 × 8 or 32768 voxels per channel. In a naive
patch extraction system, if the fully delineated ground-
truth for this sample includes even a single voxel of ma-
lignant tissue, then the overall patch would be assigned
the label malignant or ‘1’, despite a voxel-level imbal-
ance of 1:32768 supporting the opposite class. Such a
training pair proves detrimental to the learning process,
where the network associates semantic features to the
wrong target class. To mitigate this challenge, we in-
troduce a constraint, τ, that addresses patch-wise label
assignment. τ represents the minimum percentage of
malignant tissue voxels required in an image volume,
for the overall volume itself to be considered malignant.

Due to their modularity and continued success in sup-
porting state-of-the-art segmentation and detection per-
formance in the medical domain (Jiang et al., 2020;
McKinney et al., 2020; Yoo et al., 2019), we choose
CNN architectures based on residual learning for fea-
ture extraction. In particular, we investigate the original
pre-activation ResNet-v2 (He et al., 2016) and four of
its derivative architectures to determine the most suit-
able configuration for M2:

1. Inception-ResNet-v2 (Szegedy et al., 2017): In-
ception blocks are built upon branches of convo-
lutional layers with multiple kernel sizes, operat-
ing on the same level. This structure enables them
to process spatially variable csPCa lesions across
prostate mpMRI scans, with an appropriate ker-
nel size for each scan. Additionally, in hybrid
Inception-ResNet blocks, residual learning speeds
up model convergence and allows the overall ar-
chitecture to be simplified and/or extended, as re-
quired.

2. Residual Attention Network (Wang et al., 2017):
In residual attention blocks, spatial masks are dy-
namically computed at each semantic level to tar-
get the most salient regions in prostate mpMRI
scans. They are robust to noisy labels and can limit
their detrimental gradient updates throughout the
training stage.

3. SEResNet (Hu et al., 2019): Squeeze-and-
Excitation (SE) mechanism adaptively recalibrates
channel-wise feature responses by explicitly mod-
elling interdependencies between both prostate
mpMRI channels (T2W, DWI, ADC) and its con-
volutional feature maps. This form of channel-
wise attention can play an analogous role to a ra-
diologist’s task of correlating information from all
MRI sequences to inform clinical diagnosis.

4. SEResNeXt (Hu et al., 2019): On top of SE
attention, SEResNeXt blocks perform aggregated
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transformations from multiple branches sharing
the same topology (unlike Inception blocks) via
pointwise grouped convolutional layers. The -NeXt
architecture has been experimentally proven to be
a more effective way of increasing network capac-
ity, than going deeper or wider (Xie et al., 2017).

3.2.3. Anatomical Prior
Most CNN architectures are often conceived as one-

size-fits-all solutions to computer vision challenges,
where objects can belong to one of 1000 different
classes and occupy any part of natural color images
(Deng et al., 2009). In contrast, medical imaging modal-
ities in radiology and nuclear medicine exhibit much
lower inter-sample variability, where the spatial content
of a scan is limited by the underlying imaging proto-
cols and human anatomy. Traditional image analysis
techniques, such as MALF (Wang et al., 2013), can
exploit this property in the form of atlases or multi-
expert labeled template images reflecting the target or-
gan anatomy. Similarly, machine learning models can
also adapt several techniques, such as reference coordi-
nate systems (Kooi et al., 2017; Wachinger et al., 2018),
to infuse domain-specific spatial priori into CNN archi-
tectures. Parallel to these recent studies (Cao et al.,
2019b; Dalca et al., 2018; Hosseinzadeh et al., 2019),
we hypothesize that M1, as a variant architecture of U-
Net, can benefit from an explicit anatomical prior for
csPCa detection. To this end, we construct a probabilis-
tic prevalence map, P, using 1584 prostate zonal seg-
mentations and csPCa(PR) annotations from the training
dataset. The goal of P is two-fold. It is used as an ad-
ditional channel for every input scan fed to M1, thereby
guiding its learning process as spatial priori. It is also
used as a spatial weight map in NDF , while penalizing
potential false positives in the output of M1.

For the i-th mpMRI scan in the training dataset,
let us consider its specific prevalence map as pi =

(pi
1, pi

2, ..., pi
n), where n represents the total number of

voxels per channel. Let us consider the binary masks
for the prostate TZ, PZ and csPCa(PR) (if present) in this
sample as BTZ , BPZ and BM , respectively. Therefore, the
value of the j-th voxel in pi can be computed as follows:

f (pi
j) =



0.00 pi
j ∈ (BTZ ∪ BTZ ∪ BM)′

µ pi
j ∈ BTZ ∩ BM

′

3µ pi
j ∈ BPZ ∩ BM

′

1.00 pi
j ∈ BM

Here, f (pi
j) aims to model the spatial likelihood of

csPCa by drawing upon the empirical distribution of
the training dataset. Nearly 75% and 25% of all PCa
cases emerge from PZ and TZ, respectively (Chen et al.,
2000; Israël et al., 2020). Thus, similar to PI-RADS
v2, f (pi

j) also incorporates the importance of zonal dis-
tinction during the assessment of csPCa. In terms of
the likelihood of carrying csPCa, it assumes that vox-

els belonging to the background class are not likely
( f (pi

j) = 0.00), those belonging to TZ are more likely
( f (pi

j) = µ), those belonging to PZ are three times as
likely as TZ ( f (pi

j) = 3µ), and those containing csPCa
are the most likely ( f (pi

j) = 1.00), in any given scan.
The value of µ ∈ [0, 0.20] is a hyperparameter that regu-
lates the relative contribution of benign prostatic regions
in the composition of pi.

The mean of every specific prevalence map derived
from the training dataset equates to a single probabilis-
tic prevalence map, P = (

∑
pi)/1584 ∈ [0, 1]. P repre-

sents the anatomical prior used in the proposed model,
as shown in Fig. 3, 5.

Figure 5: Anatomical prior P at different values of µ. (a) P at µ = 0.00
is equivalent to the mean csPCa(PR) annotation in the training dataset.
This map captures the common sizes, shapes and locations of malig-
nant lesions. (b) P at µ = 0.01 blends the information of csPCa(PR)

annotations with that of prostate zonal segmentations in the training
dataset. (c) P at µ = 0.20 is equivalent to the weighted average of all
prostate zonal segmentations in the training dataset.

3.2.4. Decision Fusion
Thus far, the model produces two distinct outputs for

an input mpMRI scan. M1 generates a voxel-level de-
tection of csPCa termed y1. M2 generates a vector of
patch-level malignancy scores termed y2. The goal of
the decision fusion node NDF is to aggregate these pre-
dictions into a single output sharing near identical sen-
sitivity as y1, but with improved specificity.

False positives in y1 are fundamentally clusters of
positive values located in the benign regions of a scan.
NDF employs y2 as a means of identifying these re-
gions. To illustrate its working principle, let us assume
y2 = (0.05, 0.01, 0.07, 0.99, 0.03, 0.03, 0.01, 0.94) for
the eight octants x2 forming a given image volume, as
shown in Fig. 6. We can set a threshold TP on (1 − y2

i)
to classify each patch x2

i, where i ∈ [1, 8]. TP rep-
resents the minimum probability of x2

i being a benign
patch, required to classify it as such. A high value of
TP adapts M2 as a highly sensitive classifier that yields
very few false negatives, if any at all. In this case, at
TP = 0.90 where (1 − y2) = (0.95, 0.99, 0.93, 0.01,
0.97, 0.97, 0.99, 0.06), we can deduce that the image
contains six benign patches. Once identified, any false
positives in these patches are suppressed by multiplying
their corresponding regions in y1 with a penalty factor
λ. Furthermore, we use the anatomical prior P as a spa-
tial weight map for λ, instead of penalizing every voxel
by the same value. The resultant detection yDF , i.e. es-
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Figure 6: Working principle of the decision fusion node NDF . Thresh-
old TP is applied on the complement of the classifier output y2, to
select patches of the scan that are predicted benign with a high de-
gree of confidence. Positive values within these selection regions of
the detector output y1 are suppressed by a penalty factor λ, spatially
weighted over the anatomical prior P. The resultant output yDF shares
similar sensitivity as y1, but with reduced false positives.

sentially a post-processed y1, serves as the final output
of the proposed end-to-end model.

NDF is limited to a simple framework consisting of
only two hyperparameters to alleviate the risk of overfit-
ting. An appropriate combination of TP and λ can either
reduce clear false positives without sacrificing any true
positives, or facilitate an aggressive false positive reduc-
tion scheme at the expense of true positives in yDF . In
this research, we opt for the former policy for which the
optimal values of TP and λ are determined to be 0.98
and 0.90 respectively via a coarse-to-fine hyperparame-
ter grid search.

3.3. Experimental Analysis

The following section shares a detailed account of
the series of experiments we perform to analyze and
optimize each component, statistically evaluate perfor-
mance and thereby justify our primary design choices
throughout the end-to-end model. We facilitate a fair
comparison by maintaining an identical preprocessing,
augmentation, tuning and train-validation pipeline for
each candidate model in a given experiment. Patient-
based diagnosis performance is evaluated using the Re-
ceiver Operating Characteristic (ROC), where the area
under ROC (AUROC) is estimated from the normal-
ized Wilcoxon/Mann-Whitney U statistic (Hanley and
McNeil, 1982). To address PCa multifocality (Cao
et al., 2019a), lesion-based performance is evaluated us-
ing the Free-Response Receiver Operating Characteris-

tic (FROC), where detections sharing a minimum Dice
Similarity Coefficient of 0.10 with the ground-truth an-
notation are considered true positives. Confidence inter-
vals are estimated as twice the standard deviation from
the mean of 5-fold cross-validation (applicable to train-
ing/validation sets) or 1000 replications of bootstrap-
ping (applicable to testing sets). Statistically significant
improvements are verified with a p-value on the differ-
ence in case-level AUROC and lesion-level sensitivity
at clinically relevant false positive rates (0.5, 1.0) us-
ing 1000 replications of bootstrapping (Chihara et al.,
2014). Bonferroni correction is used to adjust the sig-
nificance level for multiple comparisons.

3.3.1. Structure of Anatomical Prior
Adjusting the value of µ can lead to remarkably dif-

ferent anatomical priors, as seen in Fig. 5. The struc-
ture of P can vary from a prevalence map reflecting
the average csPCa(PR) annotation in the training dataset
at µ = 0.00, to a weighted probabilistic atlas of the
prostate zonal anatomy at µ = 0.20. We construct four
different priors, switching the value of µ between 0.00,
0.01, 0.10 and 0.20, to investigate the range of its impact
on csPCa detection. Each prior is used as an additional
channel to train M1 over 5-fold cross-validation, where
performance is evaluated using lesion-level FROC and
case-level ROC analyses, as shown in Fig. 7.

3.3.2. Classification Architecture
To determine the optimal architecture for M2, five

different 3D CNNs (ResNet-v2, Inception-ResNet-v2,
Residual Attention Network, SEResNet, SEResNeXt)
are implemented and tuned across their respective hy-
perparameters to maximize patch-level AUROC over 5-
fold cross-validation. Furthermore, we train each can-
didate CNN using whole-images and patches, in sep-
arate turns, to draw out a comparative analysis sur-
rounding the merits of spatial context versus localized
labels. In the latter case, we study the effect of τ in
regulating patch-wise label assignment (refer to Section
3.2.2). Although, higher values of τ produce lower la-
bel noise, they also remove smaller instances of csPCa
from the train-validation cycle by counting them as be-
nign. We investigate four different values of τ: 0.00%,
0.10%, 0.50% and 1.00%, which correspond to mini-
mum csPCa volumes of size 1, 33, 164 and 328 voxel(s)
per channel or 0.0009, 0.0297, 0.0594 and 0.1188 cm3,
respectively. Results are noted in Table 1. The top-
performing CNN configuration, or M2, is assessed qual-
itatively via 3D gradient-weighted class activation maps
(GradCAM) (Selvaraju et al., 2017), as shown in Fig. 8,
to ensure adequate interpretability for clinical usage.

3.3.3. Comparative Analysis of Detection Performance
To assess the efficacy of M1, we compare it against

the three baseline 3D CNNs (U-Net, UNet++, Attention
U-Net) that inspire its design and construction. Initially,
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each detection network is tuned and optimized over 5-
fold cross-validation. Afterwards, we benchmark their
performance on the testing datasets.

With regards to the overall end-to-end system, we an-
alyze the individual contributions of the three funda-
mental components (M1, M2, P) constituting our pro-
posed model, by comparing the following configura-
tions on the testing datasets:

• Proposed model: Detection network supple-
mented by an independent classifier for false pos-
itive reduction and guided by an anatomical prior
for csPCa detection.

• M1 ⊗ M2: Detection network supplemented by an
independent classifier for false positive reduction
only.

• M1: Detection network only.

To compare our proposed CAD system to expert ra-
diologists, we analyze their relative performance on
the external testing set TS2. Ground-truth annotations
of TS2 are clinically graded by independent patholo-
gists using TRUS/MRI-targeted biopsy samples, where
csPCa(GS) corresponds to all lesions marked higher than
GS 3+3 (see Section 3.1.2). Agreement between radiol-
ogists’ patient-level diagnosis and that of our proposed
CAD system is evaluated using Cohen’s kappa.

Unlike csPCa(GS) lesions, which are histologically-
confirmed by pathologists, csPCa(PR) lesions are only
estimated from the findings of prostate mpMRI. Hence,
the latter typically include false positives (Israël et al.,
2020). Training a CAD system on the more readily
available csPCa(PR) annotations can therefore introduce
label noise into the learning cycle, which hampers per-
formance. We evaluate the generalization capability of
our proposed model by using it to detect csPCa(GS) le-
sions in TS2, while training it on csPCa(PR) lesions only.

In each case, the ability of a given configuration to
accurately diagnose and localize csPCa is estimated via
case-level ROC and lesion-level FROC analyses. Re-
sults for TS1 and TS2 are noted in Fig. 9, Table 2 and
Fig. 10, Table 3, respectively. Furthermore, we draw
a qualitative assessment of the detections generated by
each candidate system (as shown in Fig. 11) to identify
their key advantages and shortcomings, while tacking
potentially challenging patient cases afflicted by multi-
ple non-malignant conditions.

4. Results and Discussion

4.1. Structure of Anatomical Prior

Fig. 7 illustrates the effect of modifying µ to change
the structure of the prior (as discussed in Section 3.3.1).
We notice that an anatomical prior P that only captures
the spatial prevalence of csPCa (µ = 0.00) holds the

least amount of useful priori to guide inference and fea-
ture extraction. Meanwhile, if P primarily incorporates
zonal distinction (µ = {0.10, 0.20}), it tends to be more
beneficial. Finally, parallel to what we observe in Fig.
5, it is essentially a prior that balances both of these
anatomical features (µ = 0.01) that carries the most
value for M1. Thus, in our proposed model, we con-
struct P with µ = 0.01. An appropriate structure for the
prior can improve case-level AUC by 2.80% and lesion-
level detection sensitivity by 7.34% and 4.21% at 0.5
and 1.0 false positive per patient, respectively, over 5-
fold cross-validation.

Figure 7: Effect of varying µ in anatomical prior P. Each variant of P
is used, in turns, to train and evaluate the lesion-level FROC (left)
and case-level ROC (right) performance of M1 over 5-fold cross-
validation. 95% confidence intervals are estimated as twice the stan-
dard deviation.

4.2. Classification Architecture

From Table 1, we deduce the top-performing ar-
chitecture across every training scheme to be the 3D
SEResNet. We also notice that a higher degree of su-
pervision from patch-wise training proves more useful
than the near 8× additional spatial context provided per
sample via whole-image training. Increasing the value
of τ consistently improves performance for all candidate
classifiers (upto 10% in patch-level AUROC). While we
attribute this improvement to lower label noise, it is im-
portant to note that the vast majority of csPCa lesions
are small (refer to Fig. 2) and risk being discarded at
higher values of τ. In fact, when τ is equal to 0.00%,
0.10%, 0.50% and 1.00%, the ground-truth for 0, 0, 1
and 9 malignant cases, respectively, are incorrectly set
as benign. Hence, for our proposed model, we use the
3D SEResNet patch-wise classifier trained at τ = 0.10%
as M2. At τ = 0.10%, we are able to suppress label
noise and incrementally improve patch-level AUROC
by nearly 2% relative to a naive patch extraction system
(τ = 0.00%), without any cases of incorrect label as-
signment (τ = {0.50, 1.00}%). GradCAMs confirm that
M2 accurately targets csPCa lesions (if any) on a voxel-
level basis, despite being trained on patch-level binary
labels only (as highlighted in Fig. 8). In stark contrast to
ensembling, which can scale up the number of trainable
parameters multiple times over for small gains in perfor-
mance, the addition of M2 to M1 bears negligible com-

14.9



Computer-Aided Detection of Clinically Significant Prostate Cancer in mpMRI 10

putational overhead. More specifically, M2 accounts for
less than 0.6% of the total number of trainable parame-
ters in M1 ⊗ M2. Its independent training scheme also
enables M2 to be a modular component of our proposed
CAD system. In other words, it can easily be tuned,
upgraded or swapped out entirely upon future advance-
ments without affecting the stand-alone performance of
M1 –making the model scalable for large datasets and
clinical deployment. Additional details regarding the
network and training configurations of M1 and M2 are
noted in Appendix A.

4.3. Comparative Analysis of Detection Performance

In this section, the experimental results of Section
3.3.3 are analyzed sequentially on the basis of each test-
ing set. First, we examine the proficiency of each candi-
date CNN system to accurately detect csPCa(PR) lesions
in TS1. Next, we study their efficacy in retaining and

generalizing detection performance to csPCa(GS) lesions
in TS2.

4.3.1. Detection of Malignant PI-RADS Lesions
Lesion Localization: From the FROC analysis on the
institutional testing set TS1 (refer to Fig. 9 and Ta-
ble 2), we see that M1 reaches 88.08 ± 0.99% detec-
tion sensitivity at 1.0 false positive per patient, outper-
forming the baseline U-Net (80.96 ± 1.64%), UNet++

(83.65 ± 1.51%) and Attention U-Net (84.93 ± 1.39%).
With the addition of classifier M2 to M1, M1 ⊗ M2
generates upto 12.89% less false positives per patient,
while retaining the same maximum detection sensitiv-
ity (92.16%) as M1. With the inclusion of anatom-
ical prior P in M1 ⊗ M2, our proposed model bene-
fits from a further 3.2% increase in partial area under
FROC (pAUC) between 0.1 to 2 false positives per pa-
tient, reaching 1.663±0.026 pAUC. The proposed CAD
system achieves 83.95 ± 1.55% detection sensitivity at

Table 1: Candidate network architectures and training schemes (whole-image versus patch-wise training with different values of τ to regulate label
noise) for the classifier M2. Performance scores indicate the mean of 5-fold cross-validation, followed by the 95% confidence interval estimated as
twice the standard deviation.

Model AUROC AUROC (Patches)

(Image) τ = 0.00% τ = 0.10% τ = 0.50% τ = 1.00%

ResNet-v2 0.8197±0.0175 0.8301±0.0101 0.8443±0.0110 0.8682±0.0130 0.8974±0.0079

Inception-ResNet-v2 0.8234±0.0173 0.8221±0.0137 0.8603±0.0147 0.8830±0.0094 0.9050±0.0079

Residual Attention Network 0.8261±0.0235 0.8373±0.0115 0.8500±0.0072 0.8758±0.0082 0.9005±0.0086

SEResNet 0.8357±0.0136 0.8420±0.0195 0.8608±0.0053 0.8856±0.0085 0.9121±0.0082

SEResNeXt 0.8201±0.0221 0.8333±0.0130 0.8430±0.0053 0.8748±0.0098 0.8960±0.0119

Figure 8: (a-b) Gradient-weighted class activation maps (GradCAM) of M2 overlaid on their T2W scans, followed by the corresponding (c-d)
T2W, (e-f) DWI and (g-h) ADC scans for two patient cases from the validation set. Both cases include a single instance of csPCa(PR) located in
TZ (top row) or PZ (bottom row), as indicated by the yellow contours. Whole-image GradCAMs are generated by restitching and normalizing the
eight patch-level GradCAMs per case. Maximum voxel-level activation is observed in the vicinity of csPCa(PR), despite training M2 on patch-level
binary labels only.
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Figure 9: Lesion-level FROC (left) and case-level ROC (right) analyses of csPCa(PR) detection sensitivity against the number of false positives
generated per patient scan using the baseline, ablated and proposed detection models on the institutional testing set TS1. Transparent areas indicate
the 95% confidence intervals estimated as twice the standard deviation from 1000 replications of bootstrapping.

Table 2: False positives per patient scan at given csPCa(PR) lesion detection sensitivity (SENS) using the baseline and proposed detection models
on the institutional testing set TS1. 95% confidence intervals are estimated as twice the standard deviation from 1000 replications of bootstrapping.
TS1 includes 487 prostate mpMRI scans from the Departments of Radiology, Nuclear Medicine and Anatomy at Radboud University Medical
Center, clinically reported by expert radiologists using PI-RADS v2, where csPCa(PR) correspond to all lesions marked PI-RADS 4, 5.

Model Params False Positives Per Scan

70% SENS 75% SENS 80% SENS 85% SENS 90% SENS

U-Net 1.62M 0.315±0.015 0.513±0.019 0.919±0.026 2.406±0.044 −
UNet++ 14.93M 0.408±0.017 0.548±0.020 0.769±0.025 1.100±0.033 −
Attention U-Net 2.24M 0.263±0.013 0.423±0.017 0.576±0.021 1.030±0.028 1.889±0.043

M1 15.25M 0.263±0.014 0.393±0.017 0.578±0.021 0.806±0.023 1.741±0.036

M1 ⊗ M2 15.34M 0.257±0.013 0.385±0.016 0.549±0.020 0.753±0.023 1.526±0.036

Proposed Model 15.34M 0.204±0.012 0.243±0.013 0.376±0.016 0.652±0.023 1.087±0.031

0.5 false positive per patient, surpassing the best base-
line (Attention U-Net) by 6.07% (p ≤ 0.001), while de-
tecting 4.52% (p ≤ 0.05) and 4.04% (p ≤ 0.05) more
csPCa(PR) lesions than its component systems M1 and
M1 ⊗ M2, respectively. It reaches a maximum detection
sensitivity of 93.13 ± 0.98% at 1.43 false positives per
patient, identifying a higher percentage of csPCa occur-
rences than all other candidate systems.

Patient-Based Diagnosis: From the ROC analysis on
the institutional testing set TS1 (refer to Fig. 9), we
observe that our proposed model reaches 0.884 ± 0.03
AUROC in case-level diagnosis, ahead of all other can-
didate systems by a margin of 0.2-2.8%. While it
performs significantly better than the baseline U-Net
(p ≤ 0.01), UNet++ (p ≤ 0.001) and Attention U-Net
(p ≤ 0.01), its ability to discriminate between benign
and malignant patient cases is statistically similar to M1
(p = 0.170) and M1 ⊗ M2 (p = 0.308).

4.3.2. Generalization to Malignant GS Lesions

Both the FROC and ROC analyses on the external
testing set TS2 (refer to Fig. 10 and Table 3) indicate
similar patterns emerging as those observed in Section
4.3.1, but with an overall decrease in performance. We
primarily attribute this decline to the disparity between
the training annotations (csPCa(PR)) and the testing an-
notations (csPCa(GS)) in TS2. By comparing the rela-
tive drop in performance for each candidate model, we
can effectively estimate their respective generalization
and latent understanding of csPCa, beyond the training
samples.

Lesion Localization: At 1.0 false positive per patient,
our proposed CAD system achieves 86.84 ± 1.46% de-
tection sensitivity on TS2 (refer to Fig. 10 and Table
3), performing significantly better (p ≤ 0.001) than
the baseline U-Net (66.68 ± 2.61%), UNet++ (76.72 ±
2.26%) and Attention U-Net (73.57 ± 2.32%). It also
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Figure 10: Lesion-level FROC (left) and case-level ROC (right) analyses of csPCa(GS) detection sensitivity against the number of false positives
generated per patient scan using the baseline, ablated and proposed detection models on the external testing set TS2. Transparent areas indicate
the 95% confidence intervals estimated as twice the standard deviation from 1000 replications of bootstrapping. Performance for the consensus of
radiologists is shown by green markers, where lesions marked PI-RADS 4 or 5 are considered positive detections (as detailed in Section 3.1.2).
Centerpoint and length of the markers indicate the mean and 95% confidence interval, respectively.

Table 3: False positives per patient scan at given csPCa(GS) lesion detection sensitivity (SENS) using the baseline and proposed detection models
on the external testing set TS2. 95% confidence intervals are estimated as twice the standard deviation from 1000 replications of bootstrapping.
TS2 includes 296 prostate mpMRI scans from the Department of Radiology at Ziekenhuisgroep Twente. All lesions are clinically graded by
independent, expert pathologists using TRUS/MRI-targeted biopsy samples, where csPCa(GS) correspond to all lesions marked higher than GS
3+3.

Model Params False Positives Per Scan

65% SENS 70% SENS 75% SENS 80% SENS 85% SENS

U-Net 1.62M 0.594±0.024 1.338±0.036 1.688±0.041 1.931±0.043 −
UNet++ 14.93M 0.398±0.017 0.595±0.019 0.770±0.021 1.625±0.034 −
Attention U-Net 2.24M 0.258±0.015 0.438±0.019 1.262±0.032 1.554±0.037 −
M1 15.25M 0.185±0.013 0.334±0.016 0.641±0.020 1.793±0.033 −
M1 ⊗ M2 15.34M 0.172±0.013 0.328±0.015 0.607±0.020 1.711±0.033 −
Proposed Model 15.34M 0.152±0.009 0.174±0.010 0.221±0.012 0.532±0.018 0.817±0.023

detects 8.06% (p ≤ 0.001) and 8.01% (p ≤ 0.005) more
csPCa(GS) lesions than its ablated counterparts M1 and
M1 ⊗ M2, respectively. The proposed model reaches
a maximum detection sensitivity of 89.04 ± 1.33% at
2.03 false positives per patient, scoring higher than all
other candidate systems. Relative to their performance
on TS1, all baseline models undergo 7-14% drops in de-
tection sensitivity at 1.0 false positive per patient. Sim-
ilarly, even M1 and M1 ⊗M2 undergo nearly 10% drops
in detection sensitivity. With the inclusion of anatom-
ical prior P in M1 ⊗ M2, this decline comes down to
only 3% for our proposed model. As such, we deduce
that the anatomical prior plays a crucial role in enhanc-
ing the generalization capability of our proposed CAD
system, far more than its architectural novelties. This is
further verified by the overall 11.42% increase in pAUC
between 0.1 to 2 false positives per patient, from the in-

clusion of P in M1 ⊗ M2.

Patient-Based Diagnosis: With regards to case-level
diagnosis performance on TS2 (refer to Fig. 10), we ob-
serve that our proposed model reaches 0.857±0.04 AU-
ROC, surpassing the baseline U-Net, UNet++ and At-
tention U-Net by 9.5% (p ≤ 0.001), 6.8% (p ≤ 0.001)
and 4.8% (p ≤ 0.05), respectively. Compared to TS1,
our proposed CAD system demonstrates 2.7% decrease
in AUROC on TS2, while all other candidate models
undergo reductions between 5.5-9.4%. Once again, the
anatomical prior proves vital, enabling our proposed
model to outperform its immediate counterpart M1⊗M2
by 3.3% (p ≤ 0.05).

Radiologists: FROC and ROC analyses for the con-
sensus of radiologists on TS2 are indicated by green
markers in Fig. 10. On a lesion-level basis, radiol-
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Figure 11: (a) T2W, (b) DWI and (c) ADC scans for a patient case in the external testing set TS2, followed by its corresponding csPCa detection
maps from the (d) U-Net, (e) UNet++, (f ) Attention U-Net, (g) M1, (h) M1 ⊗M2 and (i) the proposed model. Yellow, red and magenta contours in
(a-c) indicate csPCa, benign PCa and BPH occurrences, respectively, afflicting the patient’s prostate gland.

ogists achieve 90.72 ± 1.74% detection sensitivity at
0.30 false positives per patient. On a case-level basis,
they achieve 91.10±1.67% sensitivity at 76.92±1.53%
specificity. In comparison, our proposed CAD system
reaches 75.85 ± 1.97% detection sensitivity at the same
false positive rate and 80.46 ± 4.09% sensitivity at the
same specificity. With a probability threshold of 0.254
on its patient-level detections, our CAD system shares
77.70% (230/296 cases) agreement with radiologists,
while operating at the same specificity. The correspond-
ing kappa value is 0.543 ± 0.021. Furthermore, at the
same operating point, radiologists and our CAD system
share 81.42% (241/296 cases) and 78.04% (231/296
cases) agreement with kappa values of 0.609 ± 0.030
and 0.527 ± 0.033, respectively, with the independent
pathologists. Its moderate agreement with both clinical
experts (similar to inter-reader agreement stated in Sec-
tion 1), demonstrates that our CAD system can poten-
tially act as a viable second reader in a screening setting.

4.3.3. Qualitative Assessment of Model Detections
Fig. 11 illustrates the general differences between

the positive detections of each candidate model. In
this example, while nearly every detection network (U-
Net, UNet++, Attention U-Net, M1) incorrectly classi-
fies an instance of benign PCa as csPCa with varying
degrees of confidence, certain networks (UNet++, At-

tention U-Net) also mistake BPH for the same. Upon
closer inspection, we notice how both of these non-
malignant conditions closely resemble the actual malig-
nancy across all three channels of prostate mpMRI, re-
iterating the difficult challenge of discriminating csPCa
(as seen in Fig. 1). Only two stand-alone detection net-
works (UNet++, M1) are able to successfully identify
the csPCa lesion, albeit with additional false positives.
In the case of our proposed CAD system, while the clas-
sifier in M1 ⊗M2 suppresses these false positives in M1,
the inclusion of an anatomical prior further strengthens
the confidence and boundaries of the true positive.

4.4. Population Prior vs Case-Specific Priors
Currently, our anatomical prior is used as a popula-

tion prior that is paired with every input scan to the CAD
system, in an identical manner. Although this technique
holds the merit of requiring less resources (eg. addi-
tional zonal segmentations for cases beyond the training
dataset) and shares an indirect, weak dependency on the
accuracy of the external segmentation model, it suffers
from a lack of adaptability to offer specialized priori as
per the varying prostate anatomy observed across dif-
ferent patients. In future work, we aim to investigate
the effect of transforming the population prior into case-
specific anatomical priors using the zonal segmentations
of each scan.
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4.5. Effect of 3D vs 2D Systems

Analyzing the impact of utilizing the spatial context
along the axial plane in prostate mpMRI, is a focus area
that remains underexplored. Although our proposed 3D
CAD system outperforms the pre-existing 2D CAD sys-
tem being used by the Diagnostic Image Analysis Group
at Radboud University Medical Center (refer to Ap-
pendix C), it is difficult to differentiate the additional
contribution of the third spatial dimension from that of
their architectural differences, without further experi-
ments. In future work, we aim to reconstruct our pro-
posed CAD system in 2D to examine and understand
the potential benefits of using a 3D system, if any.

5. Conclusion

In summary, the study proposed an end-to-end CAD
system for the automatic voxel-level detection of clin-
ically significant prostate cancer in mpMRI scans. We
carefully designed a novel multi-stage 3D CNN archi-
tecture that combines an anisotropic dual-attention de-
tection network with a supplementary classifier to ex-
ploit independent false positive reduction at high de-
tection sensitivities. We demonstrated that an anatom-
ical prior, which draws upon the spatial prevalence of
prostate malignancy and its zonal distinction, can be a
powerful tool to further inform and generalize CNN per-
formance in the medical domain. Our proposed model
was evaluated on 487 institutional and 296 external test-
ing scans annotated via PI-RADS v2 and histologically-
assigned Gleason Scores, respectively. For the former
testing set, it reached 83.95% and 89.94% detection
sensitivity at 0.5 and 1.0 false positive per patient, re-
spectively. For the latter testing set, the CAD sys-
tem shared moderate agreement with expert radiologists
(77.70%; kappa = 0.543) and independent pathologists
(78.04%; kappa = 0.527), demonstrating a strong abil-
ity to generalize from training samples annotated using
PI-RADS v2 only. The model also scored 0.884 and
0.857 AUROC in patient-based diagnosis on the insti-
tutional and external testings sets, respectively, outper-
forming five other candidate 3D CNN systems and veri-
fying the design choices made throughout its end-to-end
framework.

To the best of our knowledge, this was the first
demonstration of a deep learning-based fully 3D ap-
proach to clinically significant prostate cancer detection
in mpMRI, trained using radiologist-supported anno-
tations only and evaluated on large, multi-institutional
testing sets. The promising results of this research moti-
vates the ongoing development of comprehensive CAD
systems that can be seamlessly integrated into the clin-
ical workflow, to minimize inter/intra-reader variabil-
ity among radiologists, reduce unnecessary biopsies and
aid the early detection of cancer.
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Appendix A. Network Configurations

We implement the proposed CAD model, includ-
ing its CNN sub-models (M1, M2), using the Tensor-
Flow Keras and Estimator APIs. Special care is taken
throughout the design stage (as detailed in Section 3.2)
to ensure computational efficiency. As such, the end-
to-end 3D system is fully trainable and deployable on a
single NVIDIA RTX 2080 Ti GPU (11 GB) in less than
6 hours.

3D Dual-Attention U-Net (M1): The network archi-
tecture (as detailed in Section 3.2.1)) comprises of 75
convolutional layers. Layers are activated by ReLU or
Leaky ReLU (α = 0.10), and account for 15.25M train-
able parameters in total. M1 is initialized using He uni-
form variance scaling (He et al., 2015) and trained using
144× 144× 18× 4 multi-channel whole-images over 40
epochs. It trains with a minibatch size of 2 and an ex-
ponentially decaying cyclic learning rate (γ = 0.99995,
step size = 5 epochs) (Smith, 2017) oscillating between
10−6 and 2.5 × 10−4. Focal loss (α = 0.75, γ = 2.00)

is used with Adam optimizer (β1 = 0.90, β2 = 0.99,
ε = 10−5) (Kingma and Ba, 2015) in backpropagation
through the model. Train-time augmentations include
horizontal flip, rotation (−7.5◦ to 7.5◦), translation (0-
5% horizontal/vertical shifts) and scaling (0-5%) cen-
tered along the axial plane.

3D SEResNet (M2): The network follows a relatively
shallow 3D adaptation of the SEResNet architecture
proposed by Hu et al. (2019), comprising of two resid-
ual blocks with six convolutional layers each. Layers
are activated by ReLU and account for 84.68K train-
able parameters in total. M2 is initialized using He uni-
form variance scaling (He et al., 2015) and trained using
64 × 64 × 8 × 3 multi-channel octant patches over 262
epochs. It trains with a minibatch size of 80 (equiv-
alent to 10 full scans) and an exponentially decaying
cyclic learning rate (γ = 0.99995, step size = 5 epochs)
(Smith, 2017) oscillating between 10−6 and 2.5 × 10−4.
Balanced cross-entropy loss (β = 0.80) is used with
AMSBound optimizer (γ = 10−3, β1 = 0.90, β2 =

0.99) (Luo et al., 2019) in backpropagation through the
model. Train-time augmentations include horizontal
flip, rotation (−10◦ to 10◦), translation (0-10% horizon-
tal/vertical shifts) and scaling (0-5%) centered along the
axial plane.

Appendix B. Pre-Existing 2D Detection System

Figure 12: Lesion-level FROC (left) and case-level ROC (right) anal-
yses using the proposed 3D CAD system and the pre-existing 2D
CAD system at Radboud University Medical Center, on the testing
sets TS1 (top) and TS2 (bottom). Transparent areas indicate the 95%
confidence intervals estimated as twice the standard deviation from
1000 replications of bootstrapping. The 2D CAD system is based on
a refined U-Net architecture that uses an early fusion of probabilistic
zonal priors from a 3D segmentation model, to boost overall detection
and diagnosis performance (Hosseinzadeh et al., 2019).
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Appendix C. RetinaNet (Discontinued)

An earlier iteration of this research revolved around
the application of state-of-the-art adaptations of Reti-
naNet (Lin et al., 2017) that are especially suited for
medical object detection, such as the improved Reti-
naNet and Retina U-Net (Jaeger et al., 2020; Zlocha
et al., 2019). Both of these models, along with the
original RetinaNet, were implemented and employed
for csPCa detection. Despite numerous trials, the mod-
els failed to converge. In the absence of pre-initialized
weights, object detection models based on feature pyra-
mid networks require a large number of samples for
end-to-end training. This is why RetinaNets are gen-
erally deployed for tasks associated with large datasets
of high-resolution medical images, such as mammo-
grams or computed tomography (CT) exams (Jaeger
et al., 2020; McKinney et al., 2020; Zlocha et al.,
2019). Moreover, as per its default configuration, neg-
ative scans are discarded during its training cycle, fur-
ther shrinking the available dataset. Thus, we presume
that the limited number of malignant training samples
in our dataset, paired with the low-resolution nature of
prostate mpMRI, are the primary reasons why the stan-
dard RetinaNet and its derivative architectures could not
be employed effectively for csPCa detection. To test this
theory, we trained the same architecture for the simpler
task of prostate detection using the same dataset. As
opposed to less than 3000 slices of malignant cases, we
could now use nearly 21000 slices of prostate glands as
our training samples. In this case, we observed that all
candidate RetinaNet architectures converge with high

Figure 13: Bounding boxes for different scales and orientations of the
prostate as predicted by the 2D RetinaNet (green), versus the segmen-
tation ground-truth (blue) on T2W slices of four different validation
patient cases.

detection rates (as seen in Fig. 13), thereby supporting
our claim. Furthermore, to the best of our knowledge,
there are currently no available studies that employ the
RetinaNet for csPCa detection in mpMRI. Hence, this
approach was discontinued due to time constraints, and
shelved for a future study.
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Abstract

Anomaly detection (AD) is the identification of data samples that do not fit a learned data distribution. As such, AD
systems can help doctors to determine the presence, severity, and extension of a pathology. Deep generative models,
such as Generative Adversarial Networks (GANs), can be exploited to capture the anatomical variability. Conse-
quently, any outlier data (i.e., samples falling outside of the learned distribution) can be detected as an abnormality in
an unsupervised fashion. By means of this methodology, we can not only detect expected or known lesions, but we
can even unveil new disease-specific biomarkers. In this work we propose, to the best of our knowledge, the first AD
approach able to efficiently handle volumetric data and detect 3D brain anomalies in one single model. Our proposal
is a volumetric and high-detail extension of the 2D f-AnoGAN model obtained by combining a state-of-the-art 3D
GAN with refinement training steps. In experiments using non-contrast computed tomography images from traumatic
brain injury (TBI) patients, the model detects and localizes TBI abnormalities with an area under the ROC curve of
∼75%. Moreover, we test the potential of the method for detecting other kind of anomalies such as low quality images,
preprocessing inaccuracies, artifacts, and even the presence of post-operative signs (such as a craniectomy or a brain
shunt). The method has potential for rapidly screening massive imaging data, for helping in abnormalities labeling,
as well as for new biomarkers identification.

Keywords: Unsupervised learning, Anomaly detection, Deep generative networks, 3D GAN

1. Introduction

Nowadays, two main learning techniques are lead-
ing medical imaging research: supervised learning and
unsupervised learning. A learning process is consid-
ered supervised if by observing examples from a labeled
database, the model learns a mapping function from
inputs to outputs through an explicit feedback (Stuart
et al., 2003). In the past few years, supervised deep
learning techniques have shown an outstanding perfor-
mance in a wide diversity of medical imaging tasks. Su-
pervised models have even outperformed radiologists
in a clinical setting such as breast tumor identification
(Stower, 2020) or lung cancer detection (Ardila et al.,
2019). Although this learning process seems promising,
it is limited by requiring large and manually annotated
databases, which are expensive and time-consuming,
hardly reproducible and prone to reader’s bias. Further-
more, annotations are disease-specific and potentially
incomplete; i.e., in most pathologies, the gamut of all

possible lesions or abnormalities is not available. In
consequence, supervised techniques are highly limited
for abnormality screening in clinical practice (i.e., for
recognition of abnormal anatomical configurations).

In contrast, unsupervised learning models are capa-
ble of discovering patterns from label-free databases.
A current challenge in this field, involving extensive
efforts from the research community, is unsupervised
anomaly detection (AD). AD is the task of identifying
test data that is not fitting the data distributions seen
during training (Schlegl et al., 2017). In clinical prac-
tice, AD represents a crucial step. Medical doctors learn
the normal anatomical variability and recognize anoma-
lies by their comparison against either normal cases or
healthy surrounding areas. Most of the proposed AD
models detect anatomical abnormalities by mimicking
this human behaviour. In this way, any abnormality can
be detected in an unconstrained fashion. Since only nor-
mal anatomy is needed for training, this strategy plays
a crucial role in the detection of rare pathologies where
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collecting training data is very challenging.

2. State of the art

Classical unsupervised learning models have cap-
tured the anatomical variability using statistical inten-
sity features (such as histogram information) or texture-
based features (such as grey level co-occurrence matri-
ces) (Taboada-Crispi et al., 2009). Owing to the fact
that medical image analysis involves a highly dimen-
sional space, most of the recent approaches have been
focused on reducing the dimensionality while taking
into account the inter- and intra-subject variability oc-
curring in the healthy population. For example, Sidibe
et al. (2017) reduced the data dimension by applying
PCA over optical coherence tomography images from
healthy subjects.

Deep generative models can also be exploited for di-
mensionality reduction. These models have the ability
to compress the data in a semantically rich space: the la-
tent space. Note that literature also calls the latent space
as bottle neck or z-space.

2.1. Deep generative models

Deep generative models, such as variational auto-
encoders (Kingma and Welling, 2013), generative ad-
versarial networks (Goodfellow et al., 2014), and vari-
ants of these models have been widely used for image
synthesis. These models are able to generate synthetic
images by capturing the variability of the trained im-
ages. This is a very interesting feature for AD because,
if a deep generative model is trained over data from
healthy subjects, anomalies could be discovered by de-
tecting samples that do not fit the normal healthy vari-
ability.

Autoencoder based approaches
Autoencoders (AE) are composed of two networks:

an encoder that compresses an image into the latent
space and a decoder that creates an image from this
input (see Figure 1-a). Pawlowski et al. (2018) used
Bayesian autoencoders to detect traumatic brain injury
lesions in computed tomography (CT) mid-axial slices.
The uncertainty of the AE was modeled using Monte
Carlo Dropout. In Vaidhya et al. (2015), 3D patch-
based Stacked Denoising Autoencoders were used as a
pretraining step for supervised brain tumor segmenta-
tion on magnetic resonance images. Sato et al. (2018)
trained an AE using 3D patches to target disorders of
emergency head CT volumes. In addition, Seeböck
et al. (2016) compressed the information with an AE
and later on they used a one-class support vector ma-
chine to distinguish between normal and anomalous
retina patches.

Variational autoencoders (VAE) share the same net-
work architecture with AE. However, their latent space

is constrained to a standard Gaussian distribution (i.e.
z ∼ N(µ = 0, σ2 = 1)) by minimizing Kullback-Leibler
divergence loss. In this way, the latent space is bet-
ter controlled, since it cannot fall in any random space
but just within the predefined ranges. Despite their
ability for high resolution reconstructions, VAEs suf-
fer from memorization and tend to produce blurry im-
ages (Baur et al., 2018). Addressing these issues, Larsen
et al. (2016) proposed the VAEGAN architecture, which
combines spatial VAE and an adversarial network (see
Figure 1-b). This additional adversarial network allows
generating sharper and more realistic images. Baur et al.
(2018) used the VAEGAN architecture for delineating
multiple sclerosis lesions in 2D brain MR images. A
similar idea of combining both architectures is found
in Adversarial autoencoders (AAE) (Makhzani et al.,
2015) (see Figure 1-c). Chen and Konukoglu (2018)
exploited the potential of the latent space of AAE to de-
tect lesions in axial brain MRI slices. In a recent work,
structural abnormalities in patients with brain metas-
tasis were discovered using a VAE-based architecture.
This network introspectively self-evaluates the differ-
ences between the input and reconstructed images to
self-update (Kobayashi et al., 2020).

Figure 1: Autoencoder based architectures.

GAN based approaches
Generative adversarial networks (GANs) are com-

posed of two networks: a generator and a discrimina-
tor. The disruptive idea that a GAN trained on images
from healthy subjects should not be able to reconstruct
abnormalities was proposed by Schlegl et al. (2017)
to detect retina anomalies. When a GAN is trained,
the latent space (which is obtained by randomly sam-
pling from a standard Gaussian distribution) is input to
the generator. In order to find the reconstruction of a
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given image using the GAN network, we need to know
the projection of this image in the GAN’s latent space.
Schlegl et al. (2017) used a slow iterative optimization
algorithm to find the ideal projection. In f-AnoGAN,
Schlegl et al. (2019) updated their research by replac-
ing the iterative optimization algorithm by an encoder
network and consequently, by reducing the inference
time of the previous approach. In spite of sharing the
same network architecture of VAEGAN, the training of
f-AnoGAN is completely different. In a first step, the
GAN networks (i.e., the generator and the discrimina-
tor) are trained. In a second step, the encoder trains
while the GAN’s weights remain frozen. Figure 2 shows
f-AnoGAN training phases.

Figure 2: F-AnoGAN training phases. Networks in blue do not
change their weight during this training phase

In a very recent deep generative comparative study,
Baur et al. (2020) reported a good f-AnoGAN perfor-
mance in diverse datasets. In this survey, only a VAE
with a restoration of the latent space (You et al., 2019)
was able to slightly outperform f-AnoGAN. However,
this approach is based on an iterative approach that takes
minutes for a single MR image, turning unfeasible for
large volumetric screening.

Despite the potential of f-AnoGAN, Baur et al.
(2020) suggest that this method does not preserve
anatomical coherence between the input and the re-
construction. Probably, it is mainly caused by the
training approach: use of independent 2D axial slices
of each volume. The generator network is expected
to reproduce the variability between axial slices plus
the anatomical variability in healthy subjects per slice.
Training the generator to cover this huge variability is
very complex and hardly reachable.

2.2. Limitations of the current methods

In brain imaging, most recent works have been fo-
cused on anomaly detection using 2D axial brain im-
ages (Chen and Konukoglu, 2018), (Pawlowski et al.,

2018), (Baur et al., 2020). All of these 2D-based ap-
proaches have several drawbacks: i) they do not con-
sider volumetric information and consequently, they
do not effectively handle the brain anatomy, which is
deeply complex; ii) there is no prior information of the
anomaly localization so AD systems must consider in-
formation from the whole brain image at once. As Han
et al. (2019) underlines “we can not discriminate dis-
eases composed of the accumulation of subtle anatom-
ical anomalies, without considering continuity between
multiple adjacent slices”; iii) training multiples models,
i.e., one per batch of slices or patches is extremely ineffi-
cient, time-consuming and suboptimal when compared
to the usage of a single model to generate an entire 3D
volume.

It must be noticed that, besides deep generative mod-
els, also other strategies, such as Siamese networks
(Alaverdyan et al., 2020) or Bayesians U-Net (Seeböck
et al., 2019), use two-dimensional information in brain
anomaly detection, thus suffer from not using informa-
tion from the whole brain at once before performing
AD.

2.3. Contributions of this work

To overcome these limitations, we propose, to the
best of our knowledge, the first 3D brain anomaly de-
tector. This model effectively handles the complex
brain structures and provides reliable 3D reconstruc-
tions based on normal brain anatomy. Moreover, we
do not just prove the AD capability of the model in two
independent traumatic brain injury datasets, but also we
propose to use our AD model for quality control. Its AD
potential is assessed in post-surgical anomalies (such as
brain shunt or craniectomy) and poor quality images
(such as the presence of artifacts, bad registrations, or
bad orientations).

The present work is inspired by the recently proposed
f-AnoGAN technique (Schlegl et al., 2019). How-
ever, the proposed methodology differs in several as-
pects from this AD methodology: i) the network learns
from volumetric information creating densely new re-
constructions image; ii) the networks architecture is up-
dated by using a modified version of the state-of-the-art
3D GAN used in (Kwon et al., 2019); iii) a new training
step is proposed to surpass the lack of details; iv) the
model detects brain anomalies instead of retina lesions.

3. Material

3.1. Database

Traumatic brain injury (TBI) is the leading cause of
mortality in young adults and a major cause of death
and disability (Hyder et al., 2007). Non-contrast com-
puted tomography (NCCT) is worldwide used to assess
TBI, mainly because it allows fast acquisition of im-
ages. TBI includes a vast spectrum of pathoanatomic
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findings, with some of them more common than others.
Evaluating these abnormalities on NCCT is often com-
plex and challenging, leading to notable inter-observer
variation (Laalo et al., 2009). TBI englobes a wide vari-
ety of abnormalities for testing AD systems, while these
AD systems have the potential to be a perfect screening
tool to help the doctors understand the extent of TBI
and decide on patient management. In order to ensure
the reliability of the proposed methodology, the model
is tested using two independents datasets:

CENTER-TBI. The collaborative European Neuro-
Trauma Effectiveness Research in Traumatic Brain In-
jury (CENTER-TBI) project included a database collec-
tion of NCCT images (Maas et al., 2015). The study
protocol was approved by the national and local ethics
committees for each participating center. Informed con-
sent, including use of data for other research purposes,
was obtained in each subject according to local regu-
lations. Patient data was de-identified and coded by
means of a Global Unique Patient Identifier. In this
multicenter, multi-scanner, longitudinal study, all the
NCCT images of TBI patients were visually reviewed
and the abnormal findings were reported in a struc-
tured way by an expert panel. We retrieved a selec-
tion of images from a centralized imaging repository
that stores the data collected and sent by the differ-
ent sites. This dataset includes brain images without
NCCT abnormal findings by expert review (n = 637 to-
tal scans) and manually annotated TBI scans (n = 102)
with abnormal NCCT findings Jain et al. (2019). For
the latter subset of images, the following lesions were
manually annotated (Jain et al., 2019) and could serve
as ground truth for AD: epidural hematoma, subdural
hematoma, and intraparenchymal (contusion and in-
tracerebral) hematoma.

PhysioNet. For further analysis and comparison, the
model is also tested in a public database, available on-
line at the PhysioNet repository1 (Goldberger et al.,
2000). This database is the result of a retrospective
study where two radiologists annotated by consensus
NCCT scans (Hssayeni et al., 2020). This dataset is
composed by epidural hematoma, subdural hematoma,
intraventricular, intraparenchymal and subarachnoid
lesions. The performance of the model is validated us-
ing 37 normal subjects and 33 TBI patients.

The training of the model is performed over ∼ 80%
(n = 532) of the CENTER-TBI data without abnormal
NCCT findings. As test sets we use CENTER-TBI (re-
maining 20%, n = 105 and all TBI cases with abnormal
findings) and PhysioNet (entire database).

1https://physionet.org/content/ct-ich/1.3.1/

4. Methods

The proposed methodology is based on three steps.
Firstly, the misleading variability found in raw NCCT
images is reduced through a preprocessing procedure.
Secondly, a three-step training strategy is followed
by only using images from patients without abnormal
imaging findings. This training allows to not only cap-
ture the normal brain variability as seen on NCCT, but
also to reconstruct a given image based on this learned
variability. Finally, an anomaly score is calculated in or-
der to classify a test image as inlier (normal) or outlier
(anomalous).

4.1. Preprocessing

We propose a robust preprocessing methodology
based on the following steps:

1. NCCT raw images are registered to the MNI space
with an affine transformation using a uniform voxel
resolution.

2. An automatic quality control process is performed
using the FDA approved icobrain TBI software.
Images highly corrupted by artifacts, missing the
full head coverage, or even unfeasible to register
to the MNI space are automatically discarded.

3. Using the same software tool, a skull-stripping op-
eration is performed.

4. Keeping the images aligned, uninformative bound-
aries caused by the application of the brain mask
are removed.

5. Images are resized to 64x64x64 due to constraints
in memory of the graphics processing unit. Before
the down-scaling using linear interpolation, alias-
ing artifacts are avoided by smoothing the image
with a Gaussian filter.

6. We ensure that soft tissues have a good intensity
representation by applying a windowing within the
range -20 to 100 Hounsfield units, as similarly pro-
posed in (Monteiro et al., 2019).

7. The images are min-max normalized between -1
and 1. In order to preserve the physical inten-
sity relation between images provided from the
Hounsfield units, the same min-max values are
used in all the images.

A flowchart of these preprocessing steps is shown in
Figure 3.

Figure 3: Preprocessing flow chart
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4.2. Model architecture
The 3D GAN architecture proposed in Kwon et al.

(2019) is used as foundation, while minor changes are
performed over this architecture. Figure 4 exemplifies
the network architecture.

The discriminator and the encoder share almost the
same architecture based on five 3D convolutional lay-
ers. Following each convolutional operation, batch nor-
malization (BatchNorm) and leaky rectified linear units
(LeakyReLU) are used. However, in the first and the
last layers, the batch normalization layers are removed.
Both networks differ in the last activation layer: in the
case of the encoder a hyperbolic tangent (tanh) is em-
pirically set, while in the case of the discriminator a no-
activation is required for matching the objective func-
tion (Equation 1).

In the generator network, instead of deconvolution
layers, resize-convolutions are used in order to reduce
the checkerboard artifacts (Odena et al., 2016). More-
over, BatchNorm and ReLU are used in each layer, ex-
cept in the last one where tanh is preferred in order to
match the original input range.

4.3. Training strategy
Following the idea proposed in f-AnoGAN, we have

trained our networks through the following consecutive
steps:

GAN training
The GAN training strategy is based on a competitive

game between two networks: the generator network
(G), which captures the data distribution by mapping in-
put noise variable to the data space, and the discrimina-
tor network (D), which estimates the probability that a
sample comes from the real data distribution rather than
being generated.

During training, G maximizes the probability of D
making a mistake, while D maximizes the probability
of correctly predicting the real and generated samples.
Formally, this two-players minimax game has the fol-
lowing objective function:

min
G

max
D

Ex∼Pr [log D(x)] + Ex̃∼Pg [log(1 − D(x̃))] (1)

where Pr is the real data distribution and Pg is the
model distribution defined by x̃ = G(z). The input z of
G is sampled from a Gaussian distribution.

In practice, Ex̃∼Pg [log(1 − D(x̃))] can saturate the D
in early learning, often leading to a vanishing gradient
problem. Instead, we can obtain much stronger gra-
dients by training the G to minimize −Ex̃∼Pg [log D(x̃)]
(Goodfellow et al., 2014). Thus, we obtain the follow-
ing objective function:

min
G

max
D

Ex∼Pr [log D(x)] − Ex̃∼Pg [log D(x̃))] (2)

Wasserstein GANs (WGANs). Arjovsky et al. (2017)
proposed to use Wasserstein-1 (also called Earth-
Mover) distance to measure how close the model dis-
tribution and the real distribution are. Wasserstein dis-
tance not only improves the learning stability but also
the WGAN value appears to correlate with the sample
quality.

We can minimize W(Pr,Pg) by using the following
objective function:

min
G

max
DεD

Ex∼Pr [D(x)] − Ex̃∼Pg [D(x̃)] (3)

where D is the set of 1-Lipschitz function, required
to assume that W(Pr,Pg) is continuous everywhere
and differentiable almost everywhere. Arjovsky et al.
(2017) enforces the Lipschitz constraint by clipping the
weights of the discriminator within a compact space
[−c, c].

Gradient penalty in WGANs. Gulrajani et al. (2017)
alternative enforces the Lipschitz constraint by con-
straining the gradient norm discriminator’s output with
respect to its input. Adding gradient penalty to our dis-
criminator loss increases training stability. The result-
ing loss function in hence as follows:

LDiscriminator = Ex̃∼Pg [D(x̃)] − Ex∼Pr [D(x)]

+λEx̂∼Px̂ [(‖5x̂D(x̂)‖2 − 1)2]
(4)

LGenerator = −Ex̃∼Pg [D(x̃)] (5)

where Px̂ is sampled uniformly along straight lines be-
tween a pair of points sampled from Pr and Pg and λ a
weighting parameter.

Encoder projection
Once the adversarial training is completed, the G

knows how to map from the latent space z to an im-
age x̃, G(z) = z → x̃. However, GANs can not perform
the inverse mapping E(x) = x → z. In other words, we
do not know the representation and location of a given
image in the latent space.

AE-based approaches, on the contrary, can map new
images to the latent space. However, as the training
of all the model’s networks is performed in an end-to-
end fashion, there is a need to predict the distribution
of values in the latent space. VAE and AAE gain con-
trol over the latent space by constraining it to a Gaus-
sian standard distribution. Differently, our approach
does not require constraining the latent space. While
the encoder network (E) is training, the weights of G
and D remain frozen and only E weights are optimized.
Consequently, E learns that in order to make realistic
synthetic images, the approximation of the distribution
z ∼ N(µ = 1, σ2 = 1) is crucial. No remarkable dif-
ferences are found when different activations are con-
sidered (as tahn, scaled tahn or no activation function).
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Figure 4: Architecture details. Dimensions of each feature maps are shown for each block. The asterisk (*) denotes the intermediate layer of the D
used in f (x)

These results show that the E network exploits a proper
latent space representation and, therefore, G outcomes
proper reconstructions without requiring a forced con-
straint over z. Thanks to this methodology, the com-
plexity of the training is reduced as a consequence of
increasing the number of steps.

Encoder loss
A proper reconstruction would match the original im-

age not only in intensity terms but also in semantically
rich feature terms. Therefore, the E weights are opti-
mized by minimizing a combination of these two losses:
the image space loss and the discriminator feature space
loss.

Image space loss. We reduce the visual differences by
minimizing the mean squared error of input images x
and reconstructed images x̃ = G(E(x)). Equation 6
shows this pixel-wise mean difference commonly used
in AE architectures:

Limg =
1
n
‖x − x̃‖2 (6)

where n is the number of voxels in the image.

Discriminator feature space loss. After the GAN train-
ing, the D network is able to differentiate the model
distribution Pg, which approximate the real data dis-
tribution Pr, from not realistic images. Therefore, this
network has created a low dimension but very informa-
tive feature space where its decision is supported. This
idea was suggested by Schlegl et al. (2017) and it is
inspired by the feature matching technique (Salimans
et al., 2016). Letting f (x) to denote the activation on an
intermediate layer of the D, the discriminatory feature
space loss is defined as follows:

L f eat =
1
m
‖ f (x) − f (x̃)‖2 (7)

where m is the dimensionality of the discriminator fea-
ture space.

By minimizing this loss in the E’s training stage, we
force this network to cooperate with the G to create sim-
ilar features like the training data by using this rich in-
termediate activation layer. Notice that asterisk (*) in
Figure 4 shows the f (x) feature space used in training.

The final loss function which is used to train the E is
the following:

LEncoder = Limg + κ · L f eat (8)

where κ is a weighting parameter.

Techniques for improving the performance
After preliminary experiments with this training strat-

egy, a lack of image details is observed. The complex-
ity for training a 2D GAN considerably increases when
training, instead, a 3D GAN for volumetric data gener-
ation. Therefore, we propose a new learning step that
provides explicit learning feedback of the vast informa-
tion that a 3D image contains. It is important to remark
that the pretrained weights of the E are already able to
project the images in proper regions of the latent space.
In consequence, this extra training step provides a fine-
tuning of the networks weights rather than a full model
initial training.

We evaluate the effect of only optimizing the follow-
ing networks while keeping the remaining ones frozen:
i) generator; ii) encoder and generator networks (similar
structure as a traditional AE training but with a different
loss function); iii) combination of both AE and GAN in
a fully end-to-end training of these networks: encoder,
generator, and discriminator.

4.4. Anomaly score
The anomaly score quantifies the deviation of query

images and corresponding reconstructions (Schlegl
et al., 2019). Note that the reconstructions are generated
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Figure 5: Image space loss and discriminator feature space loss. Networks in blue do not change their weights during encoder training phase.

by considering just the distribution of the normal data
used for training, so we can understand this anomaly
score as a distance metric between the input image and
the learned normal variability. The anomaly score for a
given image is obtained using the loss function shown
in Equation 8. Thresholding the anomaly score provides
a global classification of an image as abnormal or not.
AD performance can thus be evaluated using an ROC
analysis of the anomaly score.

4.5. Statistical Analysis
We use Receiver Operating Characteristic (ROC)

curves and the corresponding area under the curve
(AUC) to evaluate anomaly detection performance.
Moreover, we also test the model’s detection ability for
different TBI lesions. Under heavy class imbalance (as
happens when separately considering the different le-
sion types), ROC curves can be misleading as the higher
frequency class has a much higher weight. To assess the
anomaly performance under these circumstances we use
Precision Recall curve and we calculate the average pre-
cision (AP). In addition, we plot iso-curves of the F1
score to facilitate performance comparison.

5. Results

In this section, we firstly show the AD improvement
when 3D volumes are considered rather than 2D ax-
ial slices. Secondly, we give some empirical guidance
needed to obtain the optimal model. Thirdly, we test the
AD performance of our model in different datasets and
TBI lesions types. The lesion localization capability of
our methodology is also shown. Finally, we exemplify
the potential use of the model for new biomarkers dis-
covery.

Comparison with 2D f-AnoGAN
F-AnoGAN was primarily proposed for detecting

retina lesions in 2D optical coherence tomography im-
ages. However, we use this methodology for 2D brain

slices. As training one GAN per batch of slices is un-
feasible, we train our 2D network in randomly selected
middle axial slices. It must be noted that the prepro-
cessing pipeline is also applied, ensuring that similar
anatomical structures are shown in the selected slices.
One of the main limitations of this model is to detect an
abnormal brain when the abnormality is not present in a
middle axial slice. Thus, in order to have a fair compar-
ison, images that do not contain any abnormal pixel in
the examined slice are removed. Despite this advantage,
the 3D model outperforms the 2D network by 4% more
of AUC. Possibly, the 2D model is not able to properly
handle the complex volumetric brain structures.

Impact of the training strategy

We avoid collapse mode while training the GAN by
updating more frequently the D parameters than the G
ones. Moreover, stability in GAN’s game is obtained by
avoiding sparse gradients with the use of Wasserstein
GAN with gradient penalty.

Experiments shows that both terms, Limg and L f eat, in
the LEncoder (see Equation 8) are relevant. However, the
L f eat provides a more robust information of the recon-
struction results. In Table 1 is shown the influence of
the parameter κ over the training performance. In ad-
dition, we also evaluate the similarity of the image and
its reconstruction in the latent space as it is shown in
Equation 9. No major differences where found when
this loss is added, so Llatent is not used to optimize the
encoder weights.

Llatent =
1
l
‖E(x) − E(x̃)‖2 (9)

where l is the dimensionality of the latent space.

κ 0 0.1 1 10 100
AUC(%) 68.02 68.45 68.93 71.73 70.34

Table 1: Influence of the parameter κ in LEncoder
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After this training procedure, the image quality could
increase by optimizing all the networks through the
explicit feedback, i.e., optimizing all the network’s
weights by minimizing the LEncoder. So, starting from
the pretrained weights and while the remaining net-
works weights are frozen, we minimize the LEncoder by
only training the following networks: i) the generator;
ii) the encoder and the generator; iii) we also explore a
combination of this training loss with the GAN training
by optimizing the weights of the encoder, the genera-
tor and the discriminator. Table 2 shows the experiment
results over the CENTER-TBI dataset.

Network trained AUC (%)
None (pretrained weights) 71.73

Generator 74.05
Encoder & Generator 74.92

Encoder & Generator & Discriminator 70.11

Table 2: Training comparative of differences post-training techniques.

Anomaly detection performance
In order to test the generalization capabilities of the

model, we compare the anomaly detection performance
over two independents datasets: CENTER-TBI and
PhysioNet. It should be underlined that the PhysioNet
dataset has not been used in any previous step to train or
to test. Figure 6 shows the ROC curves for each dataset
and when both are combined. As we can appreciate
the proposed methodology performs similarly in both
datasets.

Figure 6: Comparison of ROC curves for the different datasets. AUC:
Area under the ROC curve

Table 3 shows the performance statistics calculated at
the Youden index of the ROC curve over the combined

datasets. We can appreciate that at this operating point,
the model has an outstanding specificity performance
(also called true negative rate) in contrast with the recall
performance (also called sensitivity or the true positive
rate). Though a more balanced operative point can eas-
ily be found, we discard this kind of experiments given
that are application-specific. Thus, the operating point
could be better defined depending on the different clini-
cal criteria. For this reason, we prefer using ROC curves
to have a general overview of the proposed method’s
performance.

Accuracy 70.75%
Recall 54.07%

Specificity 86.66%
F1-score 64.32%

Table 3: Performance statistics calculated at the Youden index of the
ROC curve

Detection performance over different lesion types

There is a big variability of lesion types in the TBI
spectrum. The proposed 3D anomaly detector model
should ideally be able to detect all of them since their
appearance differs from normal brain variability in sub-
jects without abnormal NCCT imaging findings. Sub-
jects from both datasets with at least one of the follow-
ing hematomas are used to evaluate the performance
of the model: epidural, subdural, and intraparenchy-
mal. Note, that if the model detects an anomalous case
having one of these lesions, this is counted as a detec-
tion, no matter if other lesions are also present. Fig-
ure 7 shows the ability of the model for detecting these
TBI lesions. In addition, the average precision (AP)
combined with the iso-F1 curves are also included in
the comparison. The model slightly changes the perfor-
mance for different TBI lesions, having a better perfor-
mance in detecting subdural hematomas.

Impact of the lesion volume in the AD score

The anomaly score provides a similarity measure-
ment between the new given image and the learned
training database. We investigate whether bigger le-
sions could have higher anomaly scores, or whether
the method is independent of the lesion volumes. Fig-
ure 8 shows the anomaly score as a function of the le-
sion. Since a non-linear relationship is found, we mea-
sure the relationship using Spearman correlation, which
achieves a ρ=0.65. Thus, there is a monotonically in-
creasing relationship between the volume of the lesion
and the anomaly score. Moreover, the non-parametric
LOWESS (locally-weighted scatterplot smoothing) re-
gression method shows the nonlinear relationship be-
tween the variables (see Figure 8).
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Figure 7: Comparison of Precision Recall curve for each TBI lesion.
AP: Average precision

Figure 8: Lesion volume influence in AD score. LOWESS curve
shows the monotonic relation of both variables.

Qualitative results and anomaly localization

The loss while training the encoder is a combination
of the Limg and the L f eat. On one hand, the discrimi-
nator space gives informative features for the anomaly
detection task. On the other hand, the Limg represents
the mean squared error of a pixel-wise subtraction of
the original x and its reconstruction x̃. This pixel-wise
error image can be useful to localize the lesions. Figure
9 exemplifies the three most common cases in anomaly
localization:

a) Case without findings. In the second row of this
image, we can appreciate the reliable reconstructions of
the input images. Indeed, no relevant region can be con-
sidered as a lesion in the pixel-wise error image (third
row).

b) Undetected TBI lesions. Tiny lesions can be
missed inside the normal anatomical variability, so the
reconstruction image matches with the original one,
making the TBI lesion hardly detectable for the system.

c) Detected TBI lesions. In contrast with the previ-
ous case, if lesions fall outside the learned distribution,
the model will not be able to reconstruct this region
and it will select the closest representation that has been
learned, which could be thought of as a “healthy” rep-
resentation of that brain. In consequence, lesions are
well localized (see blue arrows). Refer to supplemen-
tary material Figure A.11 to visualize examples in dif-
ferent anatomical planes.

In case the reader is interested in visualize examples
in different anatomical planes, refer to: axial view Fig-
ure A.11; sagital view Figure A.12; coronal view Figure
A.13

Anomaly detection for biomarker discovery

The proposed unsupervised learning model is capa-
ble of detecting unknown or unannotated abnormali-
ties. The Figure 9-c shows an epidural hematoma case,
which has been labeled as ground truth. It can be no-
ticed that the lesion compresses other structures causing
mass effect, including midline shift and displacement of
the lateral ventricles. This effect is not labeled in the
dataset and consequently there is no supervised learning
able to detect it. However, the proposed method over-
comes this limitation highlighting and locating this ab-
normality (see orange arrows). This powerful property
of detecting unannotated abnoarmalities has the poten-
tial to be used for new biomarker discovery.

Anomaly detection for quality control

In this experiment, we have shown that the model is
capable of detecting a wide variety of anomalies. Given
that an anomaly is defined as any type of data unrepre-
sented by the normal data distribution, we can extend
our AD model to detect any kind of “outlier” samples,
not just a disease-specific lesion (i.e. TBI lesions). With
this in mind, we extended our work for evaluating the
potential use of our model for detecting low quality im-
ages and post-surgical images. It is worth mentioning
that a low quality image can involve a wide variety of
quality considerations, from artifacts, wrong registra-
tions, and wrong orientations; while post-surgical cases
include brain shunt and craniectomy. Figure 10 shows
the anomaly score distributions for cases without abnor-
mal findings in both datasets. In addition, the anomaly
score for these anomalous images is also represented.
As we can appreciate for most of the listed anomalous
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Figure 9: Anomalous region localization using pixel-level error. First row: Original image after preprocessing (x). Second row: Reconstruction
image (x̃). Third row: Pixel-level error image. Fourth row: ground truth lesion segmentation. Arrows indicate the anomalies detected by the model;
the blue ones show a labeled anomaly in the database while orange ones show an unlabeled anomaly.

cases this score is considerably higher than the the dis-
tribution without any radiological findings (note the log-
arithmic scale in anomaly score). Thus, we show that
our model can also be used for detecting non-clinical
anomalous data, but other types of outliers given by
post-surgical anomalies or technical problems.

6. Discussion and conclusion

The present model is, to our knowledge, the first fea-
sible attempt of developing a brain AD screening tool in
a real-world scenario. We firstly identify, and secondly
solve the main problems for deploying an AD tool in the
clinical setting: i) we propose an unsupervised anomaly
detector model able to efficiently handle volumetric in-
formation. The resulting model outperforms the equiva-
lent 2D model on AD task, but also it is able to detect an
anomaly without any prior information of the localiza-
tion; ii) since only normal examples are used to train the
model, it is capable of detecting a wide variety of abnor-
malities in an unconstrained manner, from TBI lesions
to post-surgical pathologies, iii) in contrast with super-
vised learning techniques, the model does not have prior
training bias of detecting any type of anomaly. Despite
that the majority of TBI lesions are hematomas which
are hyperdense, the model is able to detect midline shift
lesions which are not only hypodense but also no la-
beled in the database, iv) the model offers good general-
izations capabilities with a database-invariant anomaly
score; v) the pixel-wise error image helps to increases
the decision model interpretability. This error image is
a fuzzy map that localizes the anomalies.

The proposed methodology reduces the training com-
plexity due to the use of gradient penalty in the loss
function of our Wasserstein GAN, a multi-step train-
ing methodology, and a state-of-the-art 3D GAN ar-
chitecture. For instance, Kwon et al. (2019) suggest
a 3D GAN model to generate brain MRI images. In
this architecture, four models simultaneously fight be-
tween each other to reduce or increase the loss. Despite
the notable results shown in this work, we have trained
this architecture and due to the high number of network
agents, obtaining proper a GAN training is hardly reach-
able.

6.1. Limitations

In spite of the AD potential of the model, it has lim-
itations that could be tackled with further work. The
model struggles to detect small abnormalities in these
two specific cases: when the skull-stripping step re-
moves small abnormalities close to the boundaries or
when the anomaly appearance falls within the normal
brain variability. In combination with these particular
cases, the memory of the graphics processing unit limits
the image resolution to 64x64x64, so small lesions suf-
fer from a lack of details being prone to be undetected.

6.2. Future work

In order to improve the performance of the model, in-
creasing the image resolution could add information for
detecting tiny abnormalities. In addition, postprocess-
ing steps such as a mean filter or connected component
analysis could reduce the false positive in the pixel-error
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Figure 10: Different NCCT images: images without abnormal findings from CENTER-TBI and PhysioNet, followed by diverse post-surgical
pathologies and low quality images. Logarithm of the anomaly scores are used for better visualization.

image. These improvements could lead to creating bi-
nary lesions maps, extending the model to an unsuper-
vised anomaly segmentation. Moreover, the exploration
of optimal cutoff values should be taken into account
when considering translation to clinical settings.

A very interesting future work could be to include
demographic variables in the model such as age; i.e.,
brain atrophy in elderly people should be included in the
normal distribution while it is considered as an anomaly
in young subjects.

It must be noticed that despite the huge variability
on the tested datasets (different projects, centers, and
scans), the model has a notable generalization capabil-
ity thanks to the preprocessing and the image modality.
NCCT density values represent a physical unit while,
for MR images, this does not happen. Therefore, de-
veloping this AD methodology for MR images is more
challenging. The GAN should capture both the normal
brain variability and the intrinsic scan variability. How-
ever, it could be feasible with enough data.
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Appendix A. Additional Results

Figure A.11: Axial view: Anomalous region localization using pixel-level error. a) Input image b) Reconstruction c) Pixel-wise error d) Ground
truth
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Figure A.12: Sagittal view: Anomalous region localization using pixel-level error. a) Input image b) Reconstruction c) Pixel-wise error d) Ground
truth
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Figure A.13: Coronal view: Anomalous region localization using pixel-level error. a) Input image b) Reconstruction c) Pixel-wise error d) Ground
truth
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Abstract

Magnetic resonance imaging (MRI) is the primary clinical tool to examine inflammatory brain lesions in Multiple
Sclerosis (MS). Disease progression and inflammatory activities are examined by longitudinal image analysis to sup-
port diagnosis and treatment decision. Automated lesion segmentation methods based on deep convolutional neural
networks (CNN) have been proposed, but are not yet applied in the clinical setting. Typical CNNs working on
cross-sectional single time-point data have several limitations: changes to the image characteristics between single
examinations due to scanner and protocol variations have an impact on the segmentation output, while at the same
time the additional temporal correlation using pre-examinations is disregarded.

In this work, we investigate approaches to overcome these limitations. Within a CNN architectural design, we pro-
pose to use convolutional Long Short-Term Memory (C-LSTM) networks to incorporate the temporal dimension. To
reduce scanner- and protocol dependent variations between single MRI exams, we propose a histogram normalization
technique as pre-processing step. The ISBI 2015 challenge data were used for cross-validation.

We demonstrate that the combination of the longitudinal normalization and CNN architecture can increase the
performance and the inter-time-point stability of the lesion segmentation. The proposed longitudinal architecture pro-
duced the highest Dice scores for all the analyzed cases. Furthermore, the combination of the proposed architecture
and normalization led to the lowest variation for the Dice score, denoting a higher consistency of the results. The pro-
posed methods can therefore be used to increase the performance and stability of fully automated lesion segmentation
applications in the clinical routine or in clinical trials.

Keywords: Segmentation, multiple sclerosis, magnetic resonance imaging (MRI), deep learning, convolutional
neural networks, recurrent neural networks, longitudinal normalization

1. Introduction

Multiple sclerosis (MS) is a chronic inflammatory
disease of the central nervous system (CNS) that pro-
duces demyelination and axonal/neuronal damage (Co-
hen and Rae-Grant, 2012). The demyelinating process
is associated with persistent inflammation throughout
the CNS and, as a result, the demyelinated lesion, also
known as plaque, is the main pathological feature of
MS (Arnon and Miller, 2016; Compston et al., 2005).
In terms of location of the lesions, there is a predilec-
tion for the periventricular white matter, optic nerves,
brainstem, cerebellum and spinal cord (Lucchinetti and
Parisi, 2006). Although the etiology of MS remains un-
known, the disease appears to be determined by both

genetic and environmental factors (Pryse-Phillips and
Sloka, 2006). An autoimmune etiology has also been
suggested, but remains unproven (Rinker II et al., 2006).

The course of MS can be described in terms of re-
lapses, remissions and chronic progression either from
onset or after a period of remissions (Compston et al.,
2005). Relapses (attacks) are considered to represent
the clinical correlate of recurrent episodes of inflam-
mation and demyelination, often with axonal injury, in
the CNS. Remissions are probably due to remyelina-
tion and resolution of inflammation and progression is
believed to reflect a combination of ongoing demyeli-
nation, gliosis and axonal loss (Lucchinetti and Parisi,
2006). Four categories are commonly used to classify
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the disease course: Relapsing-remitting, secondary pro-
gressive, primary progressive and progressive-relapsing
(Compston et al., 2005). Relapsing-remitting MS is
characterized by recurrent CNS inflammation with sta-
ble clinical manifestations between episodes, whereas
in secondary progressive MS there is a gradual neu-
rological deterioration, which occurs with or without
superimposed relapses. Both primary progressive and
progressive-relapsing MS exhibit gradual neurological
deterioration from onset as main feature, but in the case
of progressive-relapsing there are also superimposed re-
lapses (Cohen and Rae-Grant, 2012).

According to the MS Atlas, which is a study carried
out in 2008 and updated in 2013 by the World Health
Organization (WHO) and the MS International Feder-
ation (MSIF), there were about 2.1 million people in
the world with the disease in 2008 and 2.3 million in
2013. A more recent study reports about 2.2 million
people with MS in the world and 18.932 deaths due
to MS in 2016 (Wallin et al., 2019). The study also
reports greater age-standardized prevalence in North
America and some northern European countries (more
than 120 cases per 100.000 population), moderate in
some countries of Europe and Australasia (60-120 cases
per 100.000 population) and lowest in North Africa
and the Middle East, Latin America, Asia, Oceania,
the Caribbean, and sub-Saharan Africa (<60 cases per
100.000 population).

Besides the uneven geographical distribution, MS has
particular incidence and prevalence depending on sex
and age. There is a female predominance of approx-
imately 2.5 to 1 (Cohen and Rae-Grant, 2012). Re-
garding the onset age, although the disease can occur
at virtually any age, the incidence of MS is low in child-
hood, with onset younger than age 10 occurring in about
0.3% of cases. After the age of 18 the incidence in-
creases, reaching a peak between 25 and 35 and then
declining. For this reason, MS is the most common non-
traumatic neurological disease in young adults. Onset of
the disease after the age of 50 is considered rare (Biren-
baum and Greenspan, 2016; Lladó et al., 2012; Miller,
2006). The prevalence of MS is similar for boys and
girls among preteen children. Divergence appears dur-
ing adolescence, with higher prevalence among girls as
compared to boys. This pattern continues until around
the end of the sixth decade of life, when the sex ratio is
about 2 to 1 in favor of women. For older people preva-
lence shows a continued increase for women, while for
men there is a slow attenuation (Wallin et al., 2019).

Diagnosis of MS can involve several techniques or
approaches that include physical examination, Magnetic
Resonance Imaging (MRI), cerebrospinal fluid (CSF)
analysis and evoked potentials (Cohen and Rae-Grant,
2012). MRI is widely used for diagnosis and moni-
toring of MS, due to the high sensitivity that it has for
depicting white matter lesions, particularly in terms of
dissemination in time and space, which is an impor-

tant diagnostic criteria (Salem et al., 2019). Depending
on the modality or sequence being examined, lesions
may appear as hyperintensities, like in the case of T2-
weighted (T2w), Proton Density weighted (PDw) and
Fluid Attenuated Inversion Recovery (FLAIR), or as hy-
pointensities, like in the case of T1-weighted (T1w) im-
ages (Brosch et al., 2016b). Imaging biomarkers such
as lesion load and lesion count, which are based on de-
lineation of lesions, are important for determining the
progression and treatment effects of MS (Brosch et al.,
2016a). Although feasible in practice and considered
as the gold standard, manual lesion segmentation from
3D scans is tedious, time-consuming and prone to errors
caused by inter- and intra-rater variability (Andermatt
et al., 2018; Roy et al., 2018; Valverde et al., 2017). For
this reason, automated strategies have been proposed
based on traditional machine learning and atlas based
techniques (Lladó et al., 2012). More recently, deep
neural networks have attracted interest, specially con-
volutional neural networks (CNN) by proving their ef-
fectiveness in tissue segmentation and also brain tumor
segmentation (Salem et al., 2019).

From the perspective of how the data is used to train a
model, MS lesion segmentation algorithms can be clas-
sified as either longitudinal of cross-sectional. Lon-
gitudinal approaches make use of the temporal infor-
mation provided by subsequent scans (known as time-
points or visits) of the same patient. In cross-sectional
approaches, all scans, even if belonging to the same pa-
tient, are treated as independent scans and no time infor-
mation is considered. Most of the automated methods
for MS lesion segmentation found in the literature treat
the data as cross-sectional even in the cases in which the
images have been acquired in a longitudinal manner.

This master thesis focused on the impact of longitu-
dinal approaches from two perspectives: (1) architec-
ture and (2) data normalization. Both perspectives aim
to exploit the temporal information of longitudinal data
to produce more consistent segmentation of the MS le-
sions.

This document is organized as follows. Section 2
presents different normalization methods that have been
proposed or adopted for longitudinal MRI in presence
of MS lesions. It also presents the state of the art as
a comparison between cross-sectional and longitudinal
approaches, focusing on deep learning approaches. In
Section 3 the methodology and materials are described
in detail. The results and their corresponding analysis
are presented in Sections 4 and 5, respectively. Finally,
conclusions are provided in Section 6.

2. State of the art

2.1. Longitudinal Normalization

One important issue when using longitudinal data
is the normalization across time-points, or longitudinal
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normalization. The goal is to increase the similarity, in
terms of image intensity regarding tissue classes, of the
different time-points, without modifying the structures
whose changes are due to pathological conditions. MS
lesions are an example of those structures, as they can
persist, change or disappear in time (Roy et al., 2013).
A statistical normalization method is proposed by Shi-
nohara et al. (2014), in which all histograms are cen-
tered using statistical measures obtained from the white
matter voxels. Sweeney et al. (2013) followed a very
similar approach by expressing intensities as a depar-
ture from the white matter mean. Other methods based
on matching of histograms use landmarks from a ref-
erence template to increase similarity through a piece-
wise linear transformation (Nyúl et al., 2000). This type
of approaches can cause, however, undesired mappings,
altering key anatomical structures (Roy et al., 2013).

Another longitudinal normalization method was in-
troduced by Roy et al. (2013). In this case voxel changes
in time are modeled mathematically depending on the
behaviour and the lesion priors are used for keeping the
lesion voxels unchanged.

2.2. MS Lesion Segmentation

Automated MS lesion segmentation is not a trivial
task due to the fact that lesions vary in size, shape,
intensity and location within the brain (Brosch et al.,
2016a). A wide variety of algorithms have been pro-
posed in the past to address this problem. We can distin-
guish between traditional machine learning approaches
and deep-learning-based approaches. In the traditional
machine learning group, algorithms based on both su-
pervised and unsupervised learning can be found. The
supervised learning subgroup includes algorithms based
on probabilistic atlases and algorithms that are trained
with manual segmentation masks. In the unsupervised
learning subgroup, methods can either focus on seg-
menting brain tissue and detecting lesions as outliers, or
they can directly focus on segmenting the lesions (Lladó
et al., 2012).

With some recent exceptions such as the one pro-
posed by Wang et al. (2020), in which a Bayesian
model is built using Markov and Gibbs random field
theorems, the vast majority of modern approaches are
based on deep learning, to the point that deep learning
approaches outnumber the approaches based on tradi-
tional machine learning. More specifically, deep convo-
lutional neural networks (CNN) eliminate the need for
handcrafted features or prior guidance and have shown,
as mentioned before, outstanding performance in differ-
ent brain imaging tasks. Furthermore, CNN-based ap-
proaches are now in the top of the rankings of interna-
tional MS lesion segmentation challenges (Salem et al.,
2019).

2.2.1. Cross-sectional MS lesion segmentation

Most of the deep learning approaches for MS lesion
segmentation are cross-sectional, as shown in Fig. 1.
Leading the entry of deep learning into the MS lesion
segmentation field, Yoo et al. (2014) used a patch-based
deep neural network to extract features that could then
be used by a random forests classifier. Shortly there-
after, Vaidya et al. (2015) and Ghafoorian and Bram
(2015) used 2D and 3D patch-based CNNs, respec-
tively, not only for extracting features, but also for per-
forming voxel classification using fully connected lay-
ers. Brosch et al. (2015) proposed an encoder-decoder
called Convolutional Encoder Network (CEN) architec-
ture without skip connections that used whole slices in-
stead of patches. In an attempt to combine the advan-
tages of the CEN with the classic U-Net (Ronneberger
et al., 2015) architecture, the same authors added skip
connections to the CEN model and used deconvolution
instead of upsampling (Brosch et al., 2016a). Follow-
ing the encoder-decoder architectures, McKinley et al.
(2016) proposed to use several networks, one for each
orientation (axial, sagittal and coronal) with only one
skip connection at the top level. This multi-view style
was also exploited by Aslani et al. (2018) using skip
connections for all levels, and then by Aslani et al.
(2019), who used three parallel independent encoders
based on residual blocks, to generate features from three
different modalities. These features were then com-
bined and upsampled with one single decoder. The ten-
dency towards the encoder-decoder architectures can be
observed in several other approaches (Brugnara et al.,
2020; Duong et al., 2019; Gabr et al., 2019; Narayana
et al., 2020). As an alternative to this encoder-decoder
architectures, a method based on convolutional recur-
rent neural networks was proposed by Andermatt et al.
(2018), but the sequential power of the recurrent net-
works was not used for considering the time dimension,
but rather for treating the spatial dimensions as sequen-
tial data. Their method is based on multi-dimensional
gated recurrent units (GRU) and considers a filtered ver-
sion of the images as an additional channel, under the
assumption that the filtered images announce changes
before they actually occur.

One of the problems faced when segmenting MS le-
sions is the number of false positive lesions that can
be generated by an automated algorithm, due to the
high class imbalance (Salehi et al., 2017). To address
this problem, Valverde et al. (2017) proposed a special
type of CNN architecture. It is a cascaded 3D CNN
in which a first network is trained to have high sensi-
tivity so that candidate lesions can be detected, and a
second network is trained to reduce the amount of false
positives (FP). One advantage of this architecture is that
it allows domain adaptation, meaning that after being
trained on a certain dataset, it does not have to be com-
pletely re-trained for evaluation on another dataset. Fur-
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Figure 1: Overview of deep learning methods for MS lesion segmen-
tation according to categories cross-sectional and longitudinal. For
years 2014 to 2019 publications with at least 3 citations are consid-
ered, whereas for 2020 all found publications are included.

thermore, only some of the fully connected layers have
to be re-trained with few new examples (Valverde et al.,
2019). Instead of focusing on the architecture itself,
Salehi et al. (2017) and Hashemi et al. (2019) used an
asymmetric loss function based on the Tversky index.
This loss function, which is a generalization of the Dice
coefficient and the Fβ scores, allows to give more im-
portance to sensitivity or to precision, as determined by
two parameters α and β.

Although supervised learning is the predominant type
of learning for MS lesion segmentation, other types
of learning such as unsupervised (Atlason et al., 2019;
Baur et al., 2019b), semi-supervised (Baur et al., 2019a)
and self-supervised (Fenneteau et al., 2020) have been
explored too.

2.2.2. Longitudinal MS Lesion Segmentation
Only few deep learning approaches can be found in

the literature that tackle the problem of MS lesion seg-
mentation in a longitudinal manner. The first CNN-
based longitudinal method found in the literature was
pro-posed by Birenbaum and Greenspan (2016, 2017).
Although their CNN is used only for classifying can-
didates extracted using intensity and atlas information,
the method employs different time-points to perform the
task.

McKinley et al. (2020) proposed a method to detect
the lesion load change using CNNs. To achieve this,
an architecture known as DeepSCAN was used as basis,
which is a hybrid between the U-Net and the Dense-Net
(Huang et al., 2017). A special type of loss function al-
lows to output, for each voxel and tissue class, the prob-
ability that a voxel contains the tissue class, as well as
the probability that the predicted label does not match
the label of the ground truth. These probabilities and
the mask provided by the model are then used to obtain
information about lesion change. Following this idea of
detecting changes, Salem et al. (2020) proposed an ar-
chitecture that consists of a first block based on Voxel-
morph (Balakrishnan et al., 2019) to learn deformation
fields and register baseline image to the follow-up im-
ages, and a second block to perform the segmentation

of new lesions using the results of the first block.

3. Materials and methods

3.1. Dataset and Pre-processing

One of the most popular datasets for MS lesion seg-
mentation is the one provided by the longitudinal MS
lesion segmentation challenge, which was part of the In-
ternational Symposium on Biomedical Imaging (ISBI)
in 2015 and continues to be publicly available. The
dataset, acquired with a 3T scanner, is subdivided into
training (5 subjects) and testing (14 subjects) sets. Only
the training set contains lesion segmentation masks gen-
erated by two different expert raters. These masks will
be referred to as mask1 and mask2 in this document.
Each subject contains between 4 and 6 time-points, each
of which consists of a T1-weighted (T1-w) magnetiza-
tion prepared rapid gradient echo (MPRAGE) with TR
= 10.3 ms, TE = 6 ms, flip angle = 8◦, 0.82 × 0.82 ×
1.17 mm3 voxel size; a double spin echo (DSE) which
produces the PD-w and T2-w images with TR = 4177
ms, TE1 = 12.31 ms, TE2 = 80 ms, 0.82 × 0.82 × 2.2
mm3 voxel size; and Fluid Attenuated Inversion Recov-
ery (FLAIR) with TI = 835 ms, TE = 68 ms, 0.82 ×
0.82 × 2.2 mm3 voxel size. The average time between
subsequent time-points is 1 year (Carass et al., 2017;
IACL, 2018).

Both the original and the pre-processed images are
available for use. The pre-processing steps for each
subject are the following: First, the baseline (first time-
point) MPRAGE image is corrected using the N4 algo-
rithm, then it is skull-stripped, then dura stripped. After
this a second N4 correction takes place and, finally, it
is registered to a 1 mm isotropic MNI template. This
pre-processed baseline MPRAGE image is then used as
target for remaining images of the current patient, which
are N4 corrected and then rigidly registered to the base-
line MPRAGE image. The masks obtained from skull
and dura stripping the baseline image are used on the
remaining images (IACL, 2018). For this work, the pre-
processed images were used.

3.2. Longitudinal Normalization

A simple yet effective MRI longitudinal normaliza-
tion based on the Chi-Square metric χ2 is proposed.
The Chi-Square test is commonly used for analyzing the
difference between observed and expected distributions
(Weaver et al., 2017), but in this case only the metric is
used to measure and maximize the similarity between
the histograms of volumes of the same modality for dif-
ferent patients and different time-points. Eq. 1 shows
the Chi-Square metric as a means of comparison of two
histograms Ha and Hb, for voxel intensities I.

Let s, t and m represent subject, time-point and
modality, respectively. For each modality m a reference
volume V (m)

ŝt̂ is selected to normalize the other volumes
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V (m)
st of that modality, with s , ŝ, t , t̂. For each V (m)

st an
optimal scalar θ(m)

st is found using Eq. 2, where H(m)
ŝt̂ and

H(m)
st are the histograms of the normal appearing white

matter (NAWM) of V (m)
ŝt̂ and V (m)

st , respectively. The nor-
malized images are the result of the product θ(m)

st V (m)
st . To

obtain the NAWM masks, the Computational Anatomy
Toolbox (CAT12) applied within the Statistical Para-
metric Mapping (SPM12) toolkit was used (Gaser, C.,
Dahnke, 2016; Penny et al., 2011).

distχ2 (Ha,Hb) =
∑

I

[Ha(I) − Hb(I)]2

Ha(I)
(1)

θ(m)
st = argmin

θ

∑

I

[H(m)
ŝt̂ (I) − H(m)

st (θ · I)]2

H(m)
ŝt̂ (I)

(2)

3.3. Patch sampling
Training a patch-based model that considers multi-

ple time-points and multiple MRI modalities requires a
proper temporal sampling strategy. In this work, patches
with dimensions (T , M, H, W, D) are used, where T
and M represent the number of selected time-points to
process for each sample and the number of modalities,
respectively. H, W and D represent the spatial dimen-
sions, i.e. the height, width and depth of the patches in
each volume.

We can subdivide the sampling process into spatial
sampling, modality sampling and time sampling. Spa-
tial sampling determines how the 3D patches are se-
lected within each 3D volume. Sub-patches with size
(H, W, D) are extracted for each subject in an uniform
way from the brain only, using a brain mask generated
as the non-zero voxels of the FLAIR image of the first
time-point. Because of the multi-modal and longitudi-
nal character, the selected sub-patches are also extracted
across modalities and across time-points, as determined
by the modality and time sampling.

Modality sampling refers to which modalities are
used for generating the patches. Regarding modal-
ity sampling, considering all four modalities has been
shown to bring the best performances in MS lesion seg-
mentation as compared to using only some of them
(Narayana et al., 2020). For this reason, all four avail-
able modalities are used, therefore M = 4 in all cases.

Finally, sampling in time refers to how the patches
are selected across time-points, as determined by the
desired number of time-points to be analyzed in each
sample (parameter T ). This sampling is made by slic-
ing a window of size T through all available time-
points. Choosing an odd value for T becomes con-
venient, so that the segmentation can be provided for
the time-point in the middle, which is possible thanks
to the bi-directional implementation of the C-LSTMs,
as explained later on. This, however, raises the ques-
tion about how to segment the bT/2c first and last time-
points. This was solved by applying time padding, i.e.

by repeating the first and last bT/2c time-points. Fig. 2
shows this strategy for the case when T = 3. The first
and last time-points are copied for all modalities, which
is indicated with blue arrows in the figure. It is also
shown which time-point is selected in the ground truth,
which, as mentioned before, is chosen to be the one in
the middle of the window. Thus, this padding allows
to generate samples in the positions where the sliding
window would not have information available.

Figure 2: Time padding strategy when T = 3. First and last time-
points are repeated for all modalities (blue arrows). The red arrow
indicates how the temporal sliding window moves.

3.4. Architecture

In order to exploit temporal information, a 3D ex-
tension of the architecture presented by Novikov et al.
(2019) is proposed for the segmentation of MS lesions
from longitudinal multi-modal brain images. This ar-
chitecture is a hybrid between the well known U-Net
and a variant of the Convolutional Long Short-Term
Memory (C-LSTM) network (Xingjian et al., 2015).
Figure 4 shows the architecture. Just like in the U-
Net, there is an encoder for extracting hierarchical fea-
tures, but these are extracted for each time-point sepa-
rately. These features are then combined, at the deep-
est level and for all input time-points, by a bidirectional
C-LSTM. After the features are processed by the first
C-LSTM, a decoder upsamples them so that the input
dimensions can be reached again. At the output of the
decoder, a second bidirectional C-LSTM combines the
features of the different time-points again. Finally, the
feature maps corresponding to a specific time-point (e.g.
the one in the middle, if T is odd) are selected and a last
convolution takes place to reduce the number of maps
to 2, one for each class, lesion or non-lesion. The selec-
tion of a time-point after the second C-LSTM implies
that when training the network, the ground truth mask
of the same time-point must be used, as indicated previ-
ously in Fig. 2.
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The inner structure of the units or cells that compose
each bidirectional C-LSTM block is shown in Fig. 3,
where C and h correspond to the cell and hidden states,
respectively. Contrary to traditional LSTM networks
used in other fields and although not visible in the fig-
ure, the C-LSTM uses convolutions (Xingjian et al.,
2015), as determined by Eq. 3 to 8, where σ corre-
sponds to the sigmoid function, tanh is the hyperbolic
tangent function, ∗ denotes convolution and ◦ represents
the Hadamard product.

Figure 5 shows how the C-LSTM blocks are built
for the case when T = 3. The bidirectional nature is
achieved by processing the sequences in both possible
directions of the time dimension and then adding the
outputs. This allows to better capture the temporal be-
haviour of the lesions and also makes possible to take
advantage of using the time-point in the middle during
training.
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Figure 3: C-LSTM basic unit. Convolutions described by Eq. 3 to 8
are not shown in the figure. Diagram based on Phi (2018).

it = σ(Wi ∗ [ht−1, xt] + bi) (3)

ft = σ(W f ∗ [ht−1, xt] + b f ) (4)

ot = σ(Wo ∗ [ht−1, xt] + bo) (5)

C̃t = tanh(WC ∗ [ht−1, xt] + bC) (6)

Ct = ft ◦Ct−1 + it ◦ C̃t (7)

ht = ot ◦ tanh(Ct) (8)

3.5. Post-Processing

After a segmentation is produced, a post-processing
step is performed to exclude potential false-positive
(FP) detected lesions. This is achieved by imposing
a minimal lesion size of 3 mm3, as it has been found
to improve the performance of MS lesion segmentation
methods (Fartaria et al., 2018).

3.6. Experimental Setup

3.6.1. Normalization Configuration
One important step in the proposed longitudinal nor-

malization is the white matter segmentation, which was
performed on each volume using CAT12 with the de-
fault parameters. For finding the values of θ(m)

st , the
first time-point of subject 01 was selected as reference
for each modality. The Nelder–Mead Simplex method
(Dennis Jr and Woods, 1985) was employed for the min-
imization of the distance function.

For comparison purposes, the min-max normalization
(Eq. 9) and the standardization (Eq. 10) are also consid-
ered, since they are widely used in MS lesion segmen-
tation. In min-max normalization the intensity values
are mapped to the interval [0, 1], whereas in standard-
ization the goal is to have zero mean and standard de-
viation one. In Eq. 9, Iorig, Imin and Imax represent the
original, minimum and maximum intensities of a vol-
ume, respectively, and Inorm is the assigned intensity. In
Eq. 10 the term µ corresponds to the mean of the in-
tensities and σ is the standard deviation. Iorig and Inorm

have the same meaning explained for Eq. 9.

Inorm =
Iorig − Imin

Imax − Imin
(9)

Inorm =
Iorig − µ

σ
(10)

3.7. Training and Cross-validation

After having normalized the pre-processed images, a
leave-one-out (subject-wise) cross-validation was per-
formed on the training set. For each fold, from the
4 subjects not used for testing, one was used for vali-
dation and 3 for training. The model was trained us-
ing 32×32×32 spatial patches with step size 16×16×16.
All four modalities were used (M = 4) and three
time-points were considered for each training sample
(T = 3). This means the size of each sample patch
is (3,4,32,32,32). Training was performed using the
Adam optimizer (Kingma and Ba, 2015) for a maxi-
mum of 200 epochs with an early stopping condition of
20 epochs, and a batch size of 16. To reduce the effect
of the class imbalance (more normal tissue as compared
to lesion tissue), the dice loss function (Milletari et al.,
2016) was used, as defined in Eq. 11, where pi and
gi denote the predicted binary segmentation and ground
truth binary volume, respectively, and N is the total
number of voxels. All models were separately trained
for both available masks, and the subjects were assigned
for each subject according to Table 1, where the valida-
tion subjects were randomly chosen once and then set to
be the same for all experiments. No data augmentation
was performed in order to increase the comparability
between different experiments.
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skip connections by copying and concatenation.
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Figure 5: Bidirectional C-LSTM block for the case when T = 3. Both the cell and hidden states C0 and h0 are initialized to zero for the first unit.

Ldice = 1 −
2

N∑
i

pigi

N∑
i

p2
i +

N∑
i

g2
i

(11)

Table 1: Cross-validation subject selection

Fold Train Validation Test
1 02, 04, 05 03 01
2 01, 04, 05 03 02
3 01, 02, 05 04 03
4 01, 02, 03 05 04
5 01, 03, 04 02 05

A cross-sectional version of the model, was also
trained under the same parameters described before.
This cross-sectional model, which is shown in Fig. 6, is
the version resulting from the proposed model when the
C-LSTM blocks are removed and the time-dimension is
not included in the samples.

Both models (U-Net and U-Net ConvLSTM) were
trained using cross-validation for the three described
normalization methods (min-max, standardization and
the proposed one), and for both available segmentation
masks (mask1 and mask2). This means a total of 12 ex-
periments were carried out to determine the advantages
of the proposed normalization method as well as the ad-
vantages of incorporating time information to the U-Net
with the bi-directional C-LSTM blocks.
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Figure 6: U-Net architecture. Patch dimensions are included in gray text, where M denotes number of modalities, respectively. H, W and D denote
the spatial dimensions of the patches in the volumes. Dashed lines denote skip connections implemented by copying and concatenation.

3.8. Evaluation Metrics
To evaluate the performance of the longitudinal

method, the Dice score (DSC), lesion-wise false pos-
itive rate (LFPR) and lesion-wise true positive rate
(LTPR) were used. The DSC is computed according to
Eq. 12, where TP, FP and FN denote number of true
positive, false positive, and false negative voxels, re-
spectively. The LFPR (Eq. 13) is the number of lesions
in the produced segmentation that do not overlap with
a lesion in the ground truth, divided by the total num-
ber of lesions in the produced segmentation. The LTPR
(Eq. 14) is computed as the number of lesions in the
ground truth that overlap with a lesion in the produced
segmentation, divided by the total number of lesions in
the ground truth (Aslani et al., 2018).

DS C =
2 × T P

2 × T P + FP + FN
(12)

LFPR =
LFP
#PL

(13)

LT PR =
LT P
#RL

(14)

3.9. Implementation
The models were implemented in PyTorch, using a

GPU NVIDIA Tesla T4.

4. Results

The histograms after normalization are presented in
Fig. 7 for all pre-processed training subjects of the
dataset. Background voxels are ignored for the com-
putation of the histograms.

Tables 2 to 5 show the results of the cross-validation
process for all four possible combinations: training and
evaluation with mask1 (Table 2), training with mask1
and evaluation with mask2 (Table 3), training with mask
2 and evaluation with mask1 (Table 4), and training and
evaluation with mask2 (Table 5). The metrics are com-
puted as global averages for all time-points of all sub-
jects and standard deviations are shown in parentheses.

When the same ground truth is used for both training
and evaluation (Tables 2 and 5), the proposed pipeline
produces the best DSC (0.711) in the case of mask1 and
the second best (0.676) in the case of mask2, compared
to the other evaluated methods. In both situations, how-
ever, the proposed pipeline leads to the lowest standard
deviation of the DSC. When different masks are used
for training and evaluation (Tables 3 and 4), the pro-
posed pipeline leads to the highest DSC and also the
lowest standard deviations. The best results could be
achieved when training and evaluating the network on
mask1, as well as when training on mask2 and evaluat-
ing on mask1 (Tables 2 and 4), with a DSC of > 0.71
and standard deviation of 6 0.085.

To demonstrate how the standard deviation changes
for the different evaluated methods, Fig. 8 and 9 show
scatter plots of the DSC metric for the cases in which
both training and evaluation are performed using the
same ground truth. Particularly, with respect to the
simple cross-sectional model with min-max normaliza-
tion (leftmost), the proposed pipeline (rightmost) re-
duces the standard deviation of the DSC by 56.2% and
33.8% for mask1 and mask2, respectively. Especially,
the amount of results with low DSC is reduced.

Resulting lesion segmentation examples are shown as
overlay on the FLAIR images in Fig. 10 and 11 for one
slice of specific subjects.

5. Discussion

5.1. Longitudinal Normalization

A longitudinal pipeline for the segmentation of MS
lesions has been presented in this document. The first
step in the pipeline is the longitudinal normalization,
which is based on the optimization of the Chi-Square
metric, and which is performed not only across time-
points for every single subject, but also across all sub-
jects. This allows to increase the homogeneity of the
whole dataset while preserving the contrast character-
istics of the lesions and other structures. As shown in
Fig 7, the alignment of the histograms is higher for the
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Figure 7: Histograms of the training set images for all four modalities after min-max normalization (top row), after standardization (middle row)
and after the Chi-Square based normalization (bottom row).

Table 2: Segmentation results for different models and normalization methods. For the cross-validation mask1 was used for both training and
evaluation. Metrics are computed as the averages for all time-points of all subjects.

Method Normalization Mean DSC Mean LFPR Mean LTPR

U-Net
min-max 0.636 (0.194) 0.396 (0.143) 0.616 (0.189)

standardization 0.685 (0.159) 0.348 (0.163) 0.662 (0.199)
proposed 0.651 (0.148) 0.453 (0.240) 0.664 (0.198)

Proposed
min-max 0.646 (0.179) 0.407 (0.170) 0.645 (0.160)

standardization 0.684 (0.143) 0.371 (0.178) 0.656 (0.174)
proposed 0.711 (0.085) 0.398 (0.134) 0.667 (0.171)

Table 3: Segmentation results for different models and normalization methods. For the cross-validation mask1 was used for training and mask2 for
evaluation. Metrics are computed as the averages for all time-points of all subjects.

Architecture Normalization Mean DSC Mean LFPR Mean LTPR

U-Net
min-max 0.608 (0.185) 0.360 (0.165) 0.445 (0.182)

standardization 0.635 (0.165) 0.338 (0.190) 0.455 (0.149)
proposed 0.605 (0.148) 0.411 (0.265) 0.485 (0.158)

Proposed
min-max 0.605 (0.169) 0.392 (0.176) 0.458 (0.143)

standardization 0.625 (0.144) 0.355 (0.193) 0.465 (0.144)
proposed 0.658 (0.085) 0.377 (0.189) 0.479 (0.139)

proposed method in comparison to the classic standard-
ization, in which the overall alignment is not always
achieved.

In comparison to other normalization methods that
require a reference such as histogram matching, the pro-
posed method allows to preserve the basic shape of the
histograms, which prevents from loosing key intensity

information about the lesions. The optimization of the
similarity metric reduces problems that peak/landmark
based methods can exhibit when the histograms differ
too much before normalization, especially in MPRAGE
and PD images, where several peaks can be observed
in the histograms. We chose an approach using a pre-
segmented WM mask, assuming that normalizing the

16.9



MS Lesion Segmentation using Longitudinal Normalization and C-RNN 10

Table 4: Segmentation results for different models and normalization methods. For the cross-validation mask2 was used for training and mask1 for
evaluation. Metrics are computed as the averages for all time-points of all subjects.

Architecture Normalization Mean DSC Mean LFPR Mean LTPR

U-Net
min-max 0.670 (0.129) 0.420 (0.187) 0.678 (0.162)

standardization 0.695 (0.167) 0.441 (0.161) 0.740 (0.135)
proposed 0.659 (0.129) 0.544 (0.118) 0.750 (0.138)

Proposed
min-max 0.680 (0.124) 0.406 (0.179) 0.694 (0.130)

standardization 0.712 (0.127) 0.446 (0.111) 0.750 (0.136)
proposed 0.713 (0.080) 0.455 (0.134) 0.720 (0.118)

Table 5: Segmentation results for different models and normalization methods. For the cross-validation mask2 was used for both training and
evaluation. Metrics are computed as the averages for all time-points of all subjects.

Architecture Normalization Mean DSC Mean LFPR Mean LTPR

U-Net
min-max 0.664 (0.142) 0.359 (0.180) 0.505 (0.145)

standardization 0.663 (0171) 0.375 (0.139) 0.561 (0.089)
proposed 0.638 (0.135) 0.481 (0.163) 0.580 (0.122)

Proposed
min-max 0.673 (0.137) 0.329 (0.156) 0.542 (0.135)

standardization 0.685 (0.140) 0.385 (0.116) 0.550 (0.108)
proposed 0.676 (0.094) 0.392 (0.191) 0.534 (0.099)

Figure 8: Scatter plot of DSC metric for models trained and evaluated
with mask1 using cross-validation, for different normalization meth-
ods. Blue circles represent the value of the metric for all subjects and
time-points, and green circles represent the average value.

surrounding tissue value of white matter lesions opti-
mally supports the detection of the pathological lesions.
This approach relies on a rough segmentation of the
white matter before applying the CNN. The WM seg-
mentation can be affected by the presence of lesions, but
the influence in the final displacement of the histograms
was found to be very small. However, when a WM mask
is not available, the normalization can also be applied on
the original histograms, at the cost of a higher influence
of the lesion volume in the quality of the normalization,
but still allowing the alignment of the histograms.

One disadvantage of the proposed normalization is

Figure 9: Scatter plot of DSC metric for models trained and evaluated
with mask2 using cross-validation, for different normalization meth-
ods. Blue circles represent the value of the metric for all subjects and
time-points, and green circles represent the average value.

the fact that it requires a reference time-point, which is
used for all remaining images. Even though the effect
of the selection of this reference or the generation of a
synthetic reference was not studied in this work, it is
expected to have an impact in the performance of the
subsequent steps of the pipeline.

5.2. Lesion Segmentation
The second step in the pipeline is the lesion segmen-

tation, for which an improvement in the DSC is ob-
served when the mask1 is used for both training and
evaluation, whereas for training and evaluation per-
formed with mask2 the standardization produced, to-
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gether with the proposed architecture, a better DSC as
compared to the other cases. When training and eval-
uation is performed with different masks, the proposed
pipeline produced the highest DSC. Furthermore, in all
4 possible combination of masks for training an evalua-
tion the proposed architecture produced the best results
in terms of DSC, either with standardization or with
the proposed normalization procedure. This contributes
to the validness of the initial hypothesis that consider-
ing time information can help produce better segmenta-
tion results, as suggested previously by Birenbaum and
Greenspan (2016, 2017).

Table 6 shows a summary and comparison of the re-
sults, with respect to previous reported deep learning
approaches in the literature for the same general cross-
validation procedure followed in this work. The ta-
ble also includes the metrics computed between both
raters. Taking into account that no data augmentation
took place for the proposed pipeline, the obtained re-
sults are close and even higher to some of the previ-
ously proposed methods in some of the metrics, partic-
ularly the DSC and the LFPR. However, the table does
not reflect the inter- and intra time-point consistency of
the results, which is also one important advantage of the
proposed pipeline.

In order to characterize MS lesion activity and the
temporal change of lesion size correctly, it is crucial that
all time-points lead to consistent results compared to a
human expert rater. To study this, tables 2 to 5 include
the standard deviation of the obtained DSC for the re-
spective method. Outliers lead to higher standard de-
viations, while results consistent with the human rater
should yield low standard deviations of DSC. Thus, the
standard deviation of DSC is an important quality met-
ric in this work, to characterize the quality for a segmen-
tation when longitudinal data is used.

Another important fact to be considered in the longi-
tudinal setting is that, for a given subject, the images of
subsequent time-points are not expected to have signif-
icant or aggressive changes. Instead, they are expected
to be relatively similar considering also that the aver-
age interval between time-points for the used dataset is
one year. This consistency in the volumes implies con-
sistency in the segmentations of the lesions. While the
proposed histogram normalization method is expected
to reduce outliers induced by time-points with different
image contrast, the proposed longitudinal architecture
including C-LSTM is expected to improve the temporal
consistency of the segmentations.

The cross-sectional approach with min-max normal-
ization can produce segmentations that are highly dif-
ferent for a certain time-point of a subject, as shown in
the first column of Fig. 10, where no lesion is detected
in the second time-point for the shown slice. This is
corrected by implementing a better normalization strat-
egy. However, in order to increase the intra and inter
time-point consistency, the use of a longitudinal model

together with the proposed normalization led to the most
compact ranges for the DSC metric in terms of low stan-
dard deviation, as shown in the scatter plots and stan-
dard deviations. This does not mean that the model can
only detect lesions that appear in all time-points. Fig.
11 shows an example of a lesion that changes in time,
and for which the proposed architecture, when com-
bined with the proposed normalization or with standard-
ization, is able to capture the change in the lesion.

Regarding the LFPR and LTPR, it does not seem to
be an improvement nor deterioration of the obtained val-
ues, or at least a general trend. In some cases the lon-
gitudinal model led to higher values, whereas in some
other cases the cross-sectional approach caused higher
values for both LFPR and LTPR.

In terms of training and inference times, although
this aspect was not analyzed thoroughly, the addition
of the bidirectional C-LSTM blocks causes additional
computation time which is highly dependent on the im-
plementation of these blocks. The training time of the
proposed architecture was found to be about 1.5x the
time of a normal cross-sectional U-Net. This factor is
of course dependent on the implementation of the C-
LSTM blocks, which were not optimized for time effi-
ciency in this work.

Diagnosis and treatment decision based on lesion in-
spection on MRI data is a central aspect in MS. The
clinical workflow also contains the comparison to pre-
examinations to assess inflammatory activity. This pro-
cess is tedious when looking at up to above 100 slices
in high resolution imaging, at least four modalities and
several pre-examinations. Still, common solutions for
automated lesion segmentation do not rely on neural
networks and are not typically applied in the clinical
setting. Thus, the work presented in this thesis is highly
relevant as it investigates ways to improve the state-of-
the-art regarding the important aspect of longitudinal
analysis, in order to make longitudinal lesion segmen-
tation applicable in clinical MS neuroimaging.

6. Conclusions and Future Work

In this study we have proposed a supervised lon-
gitudinal pipeline for MS lesion segmentation from
multi-modal MR images. The approach combines a
whole-volume longitudinal normalization scheme with
a patch-based 3D CNN architecture that exploits time
information. The method was evaluated on data from
the ISBI 2015 challenge, obtaining result that are con-
sistent in time as well as across subjects, allowing also
improvements in the segmentation metrics, especially
in the DSC. Lesion segmentation consistency in time
for each subject should be an important goal of the seg-
mentation algorithms, as it is a natural consequence of
the non-sudden variations in the different scans that a
subject can have in longitudinal studies.
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Table 6: Comparison of different deep learning segmentation methods for leave-one-out cross-validation on the ISBI challenge dataset. The word
proposed represents in this case the whole pipeline i.e. the proposed normalization followed by the proposed model.

Method mask1 mask2
DSC LFPR LTPR DSC LFPR LTPR

Rater 1 - - - 0.732 0.174 0.645
Rater 2 0.732 0.355 0.8260 - - -

Brosch et al., 2016 (mask1) 0.684 0.546 0.746 0.644 0.529 0.633
Brosch et al., 2016 (mask2) 0.683 0.646 0.783 0.659 0.620 0.693
Aslani et al., 2018 (mask1) 0.698 0.482 0.746 0.651 0.451 0.641
Aslani et al., 2018 (mask2) 0.694 0.497 0.784 0.664 0.442 0.695
Aslani et al., 2019 (mask1) 0.765 0.120 0.670 0.699 0.123 0.536
Aslani et al., 2019 (mask2) 0.765 0.202 0.700 0.713 0.190 0.572

Proposed (mask1) 0.711 0.398 0.667 0.658 0.377 0.479
Proposed (mask2) 0.713 0.455 0.720 0.676 0.392 0.534

Figure 10: Example of resulting segmentation masks from cross-validation experiment for patient 01, slice 89 from the ISBI training dataset for
cross-sectional and longitudinal models, and for three types of normalization. t denotes time-point index. Pixel colors correspond to true positives
(red), false negatives (yellow) and false positives (blue), using mask1 as reference. The proposed pipeline (rightmost column) produces the highest
DSC score.

The longitudinal normalization pre-processing method increased the robustness of a trained network
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Figure 11: Example of resulting segmentation masks from cross-validation experiment for patient 03, slice 109 from the ISBI training dataset for
cross-sectional and longitudinal models, and for three types of normalization. t denotes time-point index. Pixel colors correspond to true positives
(red), false negatives (yellow) and false positives (blue), using mask1 as reference. The white arrow points (for simplicity only in the last column)
to a lesion that disappears in time, and whose change can be properly detected by the longitudinal pipeline.

in respect to the histogram variations of the input
data, which were present in the ISBI 2015 training
data. Thus, it is a promising technique to be applied
also on MRI data from various sources, e.g. in the
context of multi-center trials. Future work of our
group will therefore include the validation of the
algorithm on heterogeneous data from clinical studies
and the evaluation of diagnostic relevance together with
clinical partners. Future improvements also include
the automatic selection of the reference images for the
normalization process or eventually the generation of a
synthetic template.
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Abstract

Alzheimer’s disease (AD) is the most common cause of dementia. It is characterized by irreversible memory loss and
degradation of cognitive skills. Amyloid PET imaging has been used in the diagnosis of AD to measure the amyloid
burden in the brain. It is quantified by the Standard Uptake Value Ratio (SUVR), which is defined as the amyloid
signal of the cortical region in relation to a reference region that is known not to store amyloid. However, there is
great variability in SUVR measurements when different tracers or scanner models are used. Therefore, quantitative
assessments of amyloid burden in a multi-center study require standardization and harmonization of PET images.
Conventionally, PET image harmonization has been mainly tackled either by standardization protocols at the time of
image reconstruction, or by applying a smoothing function to PET images in order to bring them to a common resolu-
tion. In this work, we propose to learn to match the data distribution of PET images across different scanners in a fully
automatic approach using conditional GANs (cGANs). Five different cGANs were adopted for PET image harmo-
nization: a 3D pix2pix with a new proposed SUVR-based objective function for supervised PET harmonization, a 3D
CycleGAN for unsupervised PET harmonization, a 3D StarGAN and Multi-cycleGAN for multi-domain harmoniza-
tion across multiple scanner models, and a Smoothing-cycleGAN that specifically estimates the optimum smoothing
function to bring PET images into a common spatial resolution. We validate the proposed approaches and perform a
qualitative and quantitative analysis using two sets of datasets for different reconstruction methods and scanner mod-
els. For the reconstruction-methods dataset, all five approaches showed better agreement in the SUVR measurements
after image translation compared to before, with the Mean Absolute Error (MAE) in the SUVR difference for Ultra to
Plain image translation reduced from 0.059 to 0.011 for pix2pix with the SUVR loss, and to 0.015, 0.017, 0.023 and
0.048 for CycleGAN, StarGAN, Multi-cycleGAN and Smoothing-cycleGAN respectively. However, for the unsuper-
vised approaches, there was some variability in the SUVR measurements and results reproducibility, therefore further
investigation into their training stability and reproducibility is required for PET image harmonization.

Keywords: PET image harmonization, Amyloid imaging, image-to-image translation, conditional GANs

1. Introduction

Alzheimer’s disease (AD) is a major neurodegenera-
tive disease, it is characterized by a group of symptoms
such as irreversible memory damage, deterioration of
cognitive abilities, and difficulties in speaking and other
behavioral skills that can affect a person’s ability to per-
form day-to-day activities (Wilson et al., 2012).AD is
the most common cause of dementia. It accounts for
60-70% of all dementia (Wimo et al., 2003). In 2010,
it was estimated that more than 36 million people lived
with dementia (Prince et al., 2013), and as the numbers
of elderly people increase, the numbers of AD patients

are expected to double every 20 years reaching 115 mil-
lion by 2050. The prevalence of AD in population is
a great challenge for healthcare systems. Despite the
technological advances and the rapid increase in the un-
derstanding of the disease, there is no cure for AD and it
is ultimately fatal. However, most of the AD treatment
and developed drugs can slow the disease progression,
and therefore early detection is vital for early treatment.

Medical imaging has always played a key role in the
diagnosis and management of AD. Magnetic Resonance
Imaging (MRI) was considered to be the main imag-
ing modality for neurologists to help with AD diagno-
sis. It was used to identify typical anatomical changes
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Figure 1: A sample of PET images for patients with (a) low and (b)
high amyloid deposition.

that characterizes AD (Suppiah et al., 2018). However,
a structural imaging modality such as MRI is affected by
the aging process and other co-existing conditions that
can cause changes to the brain volume (Dhikav et al.,
2014). Therefore, functional imaging modalities such as
Positron Emission Tomography (PET) offers a more re-
liable replacement with increased diagnostic accuracy.

In AD diagnosis, PET imaging has been utilized to
detect two main categories of radiotracers. At first, 2-
Deoxy-2[18F]fluorodeoxyglucose ([18F]FDG) was used
for imaging AD, however it was reported to have a lower
accuracy in detecting AD in older patients (Ng et al.,
2007). Recently, a new set of biomarkers have been de-
veloped known as the amyloid precursors. These trac-
ers have the ability to cross the blood brain barrier and
selectively bind to beta amyloid (Aβ) plaques (Anand
and Sabbagh, 2017) (Degenhardt et al., 2016) (Daerr
et al., 2017) (Lowe et al., 2017), where the presence of
amyloid deposits along with neurofibrillary tangles have
been recognized as the hallmark pathological features of
AD (Nordberg, 1992) (Perry, 1986). In a typical AD pa-
tient, Amyloid is present as small insoluble Aβ peptides
(Masters et al., 1985), which can be an early event in the
pathogenesis of AD that appears first in the basal neo-
cortex, and then spread to all areas of the brain cortex
(Braak and Braak, 1991). The most 5 commonly used
amyloid PET tracers for AD imaging are the Pittsburgh
compound 11C-PiB (PiB), 18F-NAV4694 (NAV), 18F-
Florbetaben (FBB), 18F-Flutemetamol (FLUTE) and
18Florbetapir (FBP) (Rowe and Villemagne, 2013).

In clinics, visual assessment and interpretation of the
Amyloid PET scans is used for assessing the signifi-
cance of Aβ burden in the brain, where the signal in-
tensity of the target regions known to be rich of amyloid
plaques such as the frontal cortex is compared to that
of regions known to be poor of amyloid plaques such
as the subcortical white matter. Figure 1 shows PET
images of patients with low and high Aβ burden. How-
ever, this approach of assessing Amyloid PET scans for
A burden suffers from a couple of limitations. First, it
is required to be conducted by a medical imaging expert
with adequate training for Amyloid imaging. Second,
a standardized interpretation protocol needs to be fol-

Figure 2: SUVR measurement: (a) An axial slice of the cortical re-
gion, (b) a sagittal slice of the reference cerebellum region.

lowed to ensure inter-rater agreement. Third, PET scans
are of low resolution and have low signal to noise ratio
(SNR) and therefore can be hard to interpret (Johnson
et al., 2013).

For quantitative assessment, the Standard Uptake
Value Ratio (SUVR) is calculated by assessing the amy-
loid signal of the cortical region that reflect amyloid
plaque deposition in AD patients, in relation to a refer-
ence region that is known not to store amyloid (Schmidt
et al., 2015):

S UVR =
CT X
RX

, (1)

where CTX is the amyloid uptake in the cortical region,
and RX is the amyloid uptake in the reference region.
For the selection of the reference region, the cerebellum
cortex is usually selected due to its low fibrillary amy-
loid plaques. Figure 2 shows the cortical and cerebellum
regions for calculating the SUVR.

However, performing quantitative assessment of
amyloid deposition in a multi-center or patient-follow
up study would require a set of standardized guide-
lines for scans acquisition, dosage calibration, and se-
lection of the reference region (Schmidt et al., 2015).
A few organizations such as The European Association
of Nuclear Medicine (EANM) and the Japanese Society
of Nuclear Medicine (JSNM) tried to address this by
proposing some acquisition and harmonization proto-
cols for Amyloid imaging in order to achieve compara-
ble quantitative measurements (Minoshima et al., 2016)
(Senda, 2017). Despite these standardization efforts,
different technical factors such as the scanner model, the
reconstruction method, and the tracer used still lead to
differences between the PET scans and therefore vari-
ability in the SUVR measurements.

The differences in the reconstructed PET images due
to differences in the scanner models can be regarded as
either high frequency differences or low frequency dif-
ferences. The high frequency differences are depicted as
differences in image resolution, which can be attributed
to the scanner crystal sizes, the detector material, and
the number of rings (Joshi et al., 2009). While the low
frequency differences are mainly characterized by the
image uniformity and the contrast difference between
gray matter and white matter. It is caused by the dif-
ferences in handling attenuation and scatter correction
across scanner models. Figure 3 shows visually the dif-
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Figure 3: A PET Hoffman brain phantom imaged with 4 different scanner models.

ferences caused by changing the PET scanner model for
a brain phantom.

In the efforts of standardizing and harmonizing PET
amyloid measurements, Klunk et al. (2015) proposed
a reference scale for A measurements that is based on
a reference PiB dataset that they made publicly avail-
able. The Centiloid scale have values that range be-
tween 0 and 100, where 0 represents the typical val-
ues of negative young controls, and 100 represents the
typical values of mild AD patients. Moreover, they
provide a framework that allows for the linear map-
ping between other Aβ amyloid tracers, provided that
their corresponding PiB scans are available. One lim-
itation of their framework is that it requires the PET
images to be spatially normalized by their correspond-
ing MRI images. Bourgeat et al. (2015) tried to alle-
viate the need for MRI images by proposing a PET-
only-based pipeline for mapping other amyloid tracers
into the Centiloid scale. However, in a recent work,
Bourgeat et al. (2018) demonstrated the need for har-
monizing PET scans across scanner models before map-
ping them into the centiloid scale, otherwise it results in
biases in the SUVR measurements.

Conventionally, PET harmonization is addressed at
the time of image reconstruction from sinograms, by
following some standardized protocols to adjust the re-
construction parameters to obtain similar quality im-
ages across different PET scanner models (Senda, 2017)
(Laforest et al., 2018). Some other works, proposed to
perform PET harmonization in the image space by ap-
plying image filtering to bring all the PET images into a
common spatial resolution (Tsutsui et al., 2018) (Joshi
et al., 2009). In the work of Joshi et al. (2009) two
PET image harmonization steps were proposed to re-
duce the differences between different scanner models
for the ADNI multi-center study (Mueller et al., 2005).
They first applied a range of smoothing kernels with dif-
ferent PSF parameters to learn the optimum full width
half maximum (FWHM) values for a harmonized spa-
tial resolution based on phantom data. Then as a second
step, they applied an affine correction to reduce the at-
tenuation and scatter correction errors. However, these
harmonization techniques are based on phantom data,
and hinder their applicability when phantom data are
not available. In addition, these methods are cumber-

some and prone to errors as the smoothing parameters
are estimated from a single scan.

In recent years, deep learning has been extensively in-
vestigated in multiple research areas such as computer
vision, speech recognition, and natural language pro-
cessing. The great advantage of deep learning networks
lies in the fact that they can learn an increasingly higher
abstract data representation as they transform inputs to
outputs. The most successful type of deep learning net-
works for image analysis are the Convolutional Neu-
ral Networks (CNN) (Litjens et al., 2017)which contain
many layers that transform their input with small size
convolution filters. All these advances have led to great
achievements in the area of medical image analysis,
covering a range of applications such as lesion detection
and classification (Shin et al., 2016) (Dou et al., 2016),
image segmentation (Havaei et al., 2017) (Kamnitsas
et al., 2017), image registration (Miao et al., 2016), and
image enhancement (Chen et al., 2017) (Bahrami et al.,
2016) (Oktay et al., 2016)

In 2014, Goodfellow et al. (2014) have introduced
Generative Adversarial Networks (GANs), which are
generative models that aims at learning the underlying
distribution of training data to generate new data sam-
ples that are realistic and indistinguishable from the in-
put samples. They consist of two networks, one gen-
erates synthetic data samples from random noise, and
the other works as a binary classifier that tries to dis-
tinguish between the synthetic fake data samples and
the real data samples. These networks are known as
the generator and the discriminator respectively. The
two networks are trained simultaneously with an oppos-
ing loss functions in a net-sum game. The generator is
trained to maximize the probability of passing the syn-
thetic data samples as real and fool the discriminator,
while the discriminator is trained to maximize the prob-
ability of real-fake classification rate by minimizing the
cross-entropy loss between the two samples. Conver-
gence is met when the two networks reach Nash equi-
librium (Zhao et al., 2016), and that is when the dis-
criminator is incapable of distinguishing real from fake
data as the generator became very good at generating
realistic synthetic samples.

Some recent work built on GANs to have the gener-
ator and discriminator conditioned on some input infor-
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Figure 4: Training diagrams of (a) pix2pix, (b) CycleGAN and (c) StarGAN, where G is a generator, D is a discriminator, x and y are real images
of two different domains, c in StarGAN is the class domain.

mation. This information could be either the class of the
input or some other correlated features. These networks
are known as conditional GANs (cGANs) (Mirza and
Osindero, 2014) (Odena, 2016) (Odena et al., 2017).
Image-based cGANs have been applied successfully in
multiple applications, including domain transfer (Kim
et al., 2017) (Taigman et al., 2016), superresolution
imaging(Ledig et al., 2017), and photo editing (Brock
et al., 2016) (Shu et al., 2017).

In this work we aim at tackling the PET harmo-
nization problem by utilizing cGANs to translate im-
ages from one domain to the other. Specifically, we
aim at harmonizing PET images across different PET
reconstruction methods and different scanner models.
We adopt three main networks that have demonstrated
their success in other image-to-image translation tasks,
namely pix2pix (Isola et al., 2017), CycleGAN (Zhu
et al., 2017), and StarGAN (Choi et al., 2018). More-
over, we investigate the usage of a 3D pix2pix for su-
pervised learning with an addition of a new proposed
SUVR loss to force the generator to learn to match the
SUVR distribution between the two domains. We in-
vestigate the utilization of the 3D CycleGAN and a 3D
StarGAN for the unsupervised learning, and we adapt
the two networks to handle the harmonization between
multiple domains for PET harmonization. We further
propose a new cycleGAN-based network that aims at

specifically learning a Point Spread Function (PSF) for
bringing the PET scans into a harmonized spatial resolu-
tion. We validate our work using two sets of datasets in
a supervised and unsupervised manner, and we perform
qualitative and quantitative analysis of the harmonized
PET results.

2. State of the art

GANs have achieved impressive results in multi-
ple areas in computer vision, such as image genera-
tion (Denton et al., 2015) (Huang et al., 2017) (Rad-
ford et al., 2015) (Zhao et al., 2016), super resolu-
tion imaging (Ledig et al., 2017) and image translation
(Isola et al., 2017) (Kim et al., 2017) (Zhu et al., 2017).
Image-to-image translation, in particular, has received
great attention lately, with many proposed image-based
cGANs. The goal of image-to-image translation is to
learn a mapping function to transform images from
one domain (source-domain) to another domain (target-
domain). For example, in 2016 Isola et al. (2017)
introduced the pix2pix GAN framework that learns
image-to-image translation in a supervised manner us-
ing cGANs (Mirza and Osindero, 2014). It combines an
adversarial loss with an L1 loss, and therefore requires
paired data samples. Similar works have been used to
generate images from sketches (Sangkloy et al., 2017)
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or images from attributes and semantic layouts (Kara-
can et al., 2016). However, this approach is limited to
supervised settings and requires pairs of corresponding
images in the two domains. This, therefore, hinders its
applicability when having paired data is not a possibil-
ity.

In order to overcome the need for obtaining data
pairs, unpaired image-to-image translation frameworks
(Kim et al., 2017) (Liu et al., 2017) (Zhu et al.,
2017) have been proposed. Liu et al. (2017) pro-
posed UNIT, which combines variational autoencoders
(VAEs) (Kingma and Welling, 2013) with CoGAN (Liu
and Tuzel, 2016), a GAN network that have shared
weights between two generators in order to learn the
joint distribution of images in cross domains. Cycle-
GAN (Zhu et al., 2017) and DiscoGAN (Kingma and
Welling, 2013) use a cycle consistency loss to attain key
attributes between the input and the translated image.
However, these frameworks can only be applied to two
different domains at one time. Therefore, their appli-
cability cannot be scaled up to for translating images
across multiple domains, and hence would need to have
the network trained for every two domains separately.

Recently, StarGAN was proposed by Choi et al.
(2018) as a unified framework capable of translating
images in a multi-domain setting using a single uni-
versal generator. The generator was conditioned on a
label encoding the target domain, and the discrimina-
tor is trained to classify fake images to their correct
domains, therefore making sure the network learns the
differences between the multiple domains while trans-
lating images. Siddiquee et al. (2019) proposed Fixed-
Point GAN, which is built on StarGAN but modified to
learn the identity mapping in an explicit way by forcing
the network to translate images to the source domain as
well and therefore learns a minimal mapping function
across domains.

In the medical field, image-to-image translation us-
ing cGANs has gained more attention recently. For
example, Nie et al. (2018) used pix2pix with an addi-
tional gradient-based loss to translate MR images to CT.
Wolterink et al. (2017a) used a CycleGAN network to
perform the translation between MR and CT in an unsu-
pervised manner. For denoising CT images, Wolterink
et al. (2017b) utilized a pix2pix GAN network to trans-
late low dose CT images into their high dose counter-
part. In another work, Yang et al. (2018) addressed
the task of CT denoising by utilizing a GAN network
with Wasserstein distance loss and perceptual similar-
ity. Odena et al. (2016) replaced the first generator in
a CycleGAN with a smoothing kernel to do image de-
convolution for microscopy super-resolution. In PET
imaging, Zhou et al. (2020) used a CycleGAN with an
additional supervised loss to boost the quality of low
dose PET images using paired data. In a different work,
Dong et al. (2020) proposed to use a patch-based 3D
CycleGAN to perform attenuation correction for PET

images without the need for CT images. In a non-GANs
based work, Dewey et al. (2019) proposed a U-Net ar-
chitecture to harmonize between MRI scanner models.
However, up to our knowledge, no work has been done
to tackle PET harmonization using a deep learning ap-
proach.

3. Material and methods

3.1. Approaches
In this work, three different cGAN networks have

been adopted for PET harmonization, namely, pix2pix
(Isola et al., 2017), CycleGAN (Zhou et al., 2020) and
StarGAN (Choi et al., 2018). Two other variants of
CycleGAN have also been implemented; one lever-
ages multi-domain translation (Multi-cycleGAN), and
one aims at specifically harmonizing the differences in
spatial resolution between scanner models (Smoothing-
cycleGAN).

3.1.1. pix2pix
For a supervised PET harmonization (i.e translating

between paired PET images across two different do-
mains), a 3D implementation of pix2pix was adopted.
In Pix2pix, the generator is conditioned on PET images
from the source domain and tries to match their distri-
bution with that of the target domain. The discrimina-
tor challenges the generator to ensure that it produces
images that cannot be distinguished from the real ones.
Figure 4a shows the training diagram of pix2pix for PET
harmonization.

As in the originally proposed pix2pix, the generator
and the discriminator were optimized by two main ob-
jective functions: L1 loss to learn the content mapping
between the source and target domains, and an adver-
sarial loss that pushes the generator to learn the high
frequency (i.e details) of the target domain. The two
losses are defined as follow:

LL1 = Ex,y[||G(x) − y||1], (2)

Ladv = Ex,y[logD(x, y)] + Ex[log(1 − D(x,G(x))], (3)

where x and y are paired sample images in two differ-
ent domains, G and D are the generator and discrimina-
tor respectively.

In addition, we propose to optimize the generator
with a loss specific for PET harmonization, we call it
SUVR loss. It focuses on forcing the generator to learn
to match the SUVR distribution of the target domain.

LS UVR(G) = Ex,y[|S UVRG(x,y) − S UVRy|] (4)

The generator and discriminator were trained simul-
taneously in rivalry, where the generator is trained to
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Figure 5: PET sample image of Recon-AIBL for the three Recon-
struction methods: Plain, TOF and Ultra

minimize the adversarial loss while the discriminator
tries to maximize it. The overall loss function can be
written as:

L = arg min
G

max
D

Ladv(G,D) + λL1LL1(G)+

λS UVRLS UVR(G)
(5)

The network architecture is similar to the originally
proposed in pix2pix but in 3D, where the generator is
composed of an encoder-decoder U-Net architecture.
The skip connections help in preserving similar content
as that of the source domain . On the other hand, the
discriminator, is a PatchGAN CNN, which divides the
input image into patches and classify them into real or
fake instead of classifying the whole image. This ap-
proach helps in focusing on small details of the target
domain.

For all experiments, pix2pix was trained with Adam
as an optimizer and a starting learning rate of 0.0002
and linearly decaying to 0 over 200 training epochs. λL1
and λS UVR were set to 100 and 1 respectively.

3.1.2. CycleGAN
Having the same subjects imaged on different PET

scanners or using different tracers is rarely feasible, as
PET is an invasive imaging method that exposes each
subject to a significant amount of radiation. To over-
come this limitation, a 3D CycleGAN implementation
was adopted. CycleGAN leverages two cGAN networks
to generate pseudo pairs and learns a cyclic mapping be-
tween the two domains. As shown in figure 4b, Gener-
ator GA learns the mapping function from domain x to
domain y, while Generator GB learns the mapping from
domain y to domain x.

As in the original CycleGAN, the two cGAN net-
works were being optimized simultaneously and work
to improve each other during training. The generator
and discriminator of each cGAN were optimized by an
adversarial loss similar to that in pix2pix. The adver-
sarial loss for the forward mapping can be written as
follow:

Ladv = Ey[logDA(y)] + Ex[log(1 − DA(GA(x))] (6)

Figure 6: SUVR distribution in Recon-AIBL for Plain, TOF and Ultra

The same loss is applied for the inverse mapping, but
with GA and DA replaced by GB and DB respectively. In
addition, a cycle consistency loss is used to enforce a
one-to-one mapping in the absence of paired images. It
is defined as:

Lcycle = Ex[||GB(GA(x)) − x||1]+
Ey[||GA(GB(x)) − y||1]

(7)

The full objective function can then be written as:

LG = arg min
G

max
D

Ladv(GA,DA) + Ladv(GB,DB)+

λcycLcycle(GA,GB)
(8)

We adopt the same architecture as in the original Cy-
cleGAN, where the generator is composed of a two-
level downsampling encoder, a bottleneck of 6 residual
blocks and a two-level upsampling decoder. For the dis-
criminator, a PatchGAN architecture was used.

CycleGAN was trained for 300 epochs for all exper-
iments, and similar to pix2pix, Adam was used as an
optimizer but with a fixed learning rate of 0.0001. λcyc

was set to 100.

3.1.3. Star GAN
The presence of many scanner models and many

amyloid tracers requires multi-domain PET harmoniza-
tion. CycleGAN can only learn a two-ways mapping
at one time. Star GAN was adopted in this work in or-
der to handle multi-domain PET translation and allow
for a generalized harmonization framework. StarGAN
uses a single generator capable of learning the mapping
across many domains (e.g. scanner models) by condi-
tioning the generator on the class of the target domain
when translating input images. The discriminator, on
the other hand, has an auxiliary part to classify the in-
puts into their respective domains. Figure 4c shows the
training diagram of the adopted StarGAN.
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Table 1: Multi-AIBL demographics

Tracer Allegro Discovery Gemini Biograph
PiB 1006 - 2 495
AV45 317 273 40 -
NAV 106 108 580 112
FlUET 44 262 1 86
FBB 2 3 11 -

We trained StarGAN in a manner similar to that in
Fixed-Point GAN (Siddiquee et al., 2019), where inputs
are translated to both the same domain (identity map-
ping) and cross domains. This is achieved by condition-
ing the generator on the source domain label cx in addi-
tion to the cross domains label cy. We train our network
with 4 objective functions similar to that in Fixed-Point
GAN: an adversarial loss, a domain classification loss,
a reconstruction loss and a conditional identity loss.

For the adversarial loss, Wasserstein GAN with gradi-
ent penalty was used, which was found to perform better
than the Vanilla GAN originally proposed by Goodfel-
low et al. (2014). Therefore, the adversarial loss be-
comes:

Ladv = Ex[logDr f (x)] − Ex,c[log(Dr f (G(x, c))]−
λgpE x̂[(||∇x̂DGAN(x̂)||2 − 1)1],

(9)

where c ∈ {cx, cy} is the class of the target domain,
Dr f is the discriminator’s part for real/fake classifica-
tion, and x̂ is uniformly sampled along a straight line
between a pair of real and fake images.

The domain classification loss is of two sides, one is
optimizing the discriminator for real images Lr

dom, and
the other is optimizing the generator for fake images
L f

dom.

Lr
dom = Ex,c[−logDdom(cx|x)] (10)

L f
dom =

∑

c∈{cx,cy}
Ex,c[−logDdom(c|G(x, c))] (11)

The reconstruction loss is similar to the cycle con-
sistency loss in CycleGAN. It uses an L1 loss between
the input image and the fake image conditioned first on
c for the forward mapping and then cx for the inverse
mapping:

Lrecon =
∑

c∈{cx,cy}
Ex,cx,c[||G(G(x, c), cx) − x||1] (12)

The conditional identity loss forces the generator to
retain the domain identity when performing same do-
main translation. Hence, same domain translation is op-
timized while cross domain translation is regularized:

Figure 7: sample synthetic image of Brats 2013 used for evaluating
Smoothing-cycleGAN: (a) is the source image, and (b) is the target
image with the source image being smoothed to 5mm and 1.5mm in
the x and y axis respectively

Lid = Ex,c[||G(x, c)−x||1] i f c = cx, 0 otherwise (13)

Therefore, the overall objective functions of the dis-
criminator and generator are defined as follow:

LD = −Ladv + λdomLr
dom (14)

LG = Ladv + λdomL f
dom + λreconLrecon + λidLid (15)

The network architecture of the generator and the dis-
criminator is exactly the same as that of CycleGAN. For
all experiments, StarGAN was trained for 750 epochs
with Adam as an optimizer and a starting learning rate
of 0.0001 and linearly decaying. λgp, λrecon, λcls were
set to 10, 10 and 1 respectively.

3.1.4. Multi-cycleGAN
In PET harmonization, we are mainly interested in

bringing all scanner models and tracer types into one
common scanner model and tracer, and not in translat-
ing between each other. Therefore, we implemented a
variant of CycleGAN that does a mapping from many-
to-one and one-to-many instead of many-to-many as in
StarGAN. Multi-cycleGAN has two generators with the
first generator conditioned on the common target do-
main label and the second generator conditioned on the
source domains label with the same training settings as
in CycleGAN.

We also optimized the network with the same objec-
tives as in CycleGAN, but with the addition of the do-
main classification loss as in StarGAN. The network ar-
chitecture of the generator and discriminator is similar
to that of CycleGAN and StarGAN. For all experiments,
we trained Multi-cycleGAN for 300 epochs and with the
same hyper-parameters used in CycleGAN.

3.1.5. Smoothing-cycleGAN
cGANs, similar to other deep neural networks, are

considered to be a black-box. In a PET image-
translation task, it is hard to understand what scanner
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Figure 8: Training Smoothing-cycleGAN on synthetic Brats. (a)
Shows the optimization of the 2D smoothing parameters in an unsu-
pervised manner. (b) presents visual results of Smoothing-cycleGAN
showing an input and an output image of the smoothing kernel (gen-
erator A) and the deconvolution network (generator B)

differences are being picked up by the network and why.
Hence, we propose Smoothing-cycleGAN to address
this limitation by modeling one of the differences across
scanner models that is spatial resolution. We aim at
bringing all scanner models into a common spatial res-
olution. Our framework is similar to that of cycleGAN
shown in Figure 4b but with the first generator replaced
by a smoothing kernel.

The smoothing kernel is only one conv3d layer that
convolve the input with a 3D Gaussian filter:

g(xy, z) =
1

2πσ2 . exp−(
xy2

2σ2
xy

+
z2

2σ2
z

), (16)

where σxy and σz are the standard deviation in the x-
y axes and z axis respectively. Therefore, we have only
two learnable parameters (σxy and σz), since the PSF of
PET scanners is mainly isotropic for x and y axis. We
can then represent these parameters in terms of FWHM
as:

FWHM = 2
√

2 ln 2σ (17)

We adapt the discriminator of the smoothing kernel
to have only 3 3dconv layers with batch normalization
and leakyRelu activation in between. For the deconvo-
lution path (i.e. inverse mapping), we used the same
architecture as in pix2pix.

Two training setups for the network were imple-
mented: One that has only the smoothing kernel and its
corresponding discriminator (Smoothing-singleGAN).
It was used to determine the optimum FWHM val-
ues using paired images, and the second is the full
cyclic network proposed for unsupervised harmoniza-
tion (Smoothing-cycleGAN). We trained the latter for
600 epochs, with the smoothing kernel being optimized
every 10 epochs in order to allow the deconvolution gen-
erator to converge first since it has many more parame-
ters. The same loss functions as in CycleGAN was used
to optimize the network, but with the gradient flow in

Figure 9: Training Smoothing-cycleGAN on Recon-AIBL. (a) and
(b) shows the training of Smoothing-singleGAN and Smoothing-
cycleGAN respectively. The optimization of the 3D smoothing ker-
nel parameters is shown on the left side, and the visual results on the
right side. Images I and II are the input and output of the smoothing
kernel, while III and IV are the input and output of the deconvolution
generator

the cycle consistency loss detached for each generator to
accommodate for the architecture imbalance. For train-
ing we used Adam as an optimizer with a learning rate
of 0.001 for the smoothing kernel generator and 0.0001
for the discriminators and the 2nd generator.

3.2. Data

Data used in this work comes from the Australian
Imaging, Biomarkers and Lifestyle Flagship Study of
Aging (AIBL) (http://www.aibl.csiro.au/) (Ellis et al.,
2009). AIBL is a longitudinal study aimed at provid-
ing a large-scale dataset to assist in AD research. It has
a large number of paired MRI and Aβ PET images for
both healthy controls and AD patients. In this work,
MRI scans were spatially normalized to the MNI-152
template using the SPM8 unified segmentation method
(Klunk et al., 2015). The transformation parameters
from the MRIs were then used to co-register their cor-
responding PET images to the normalized space. Af-
ter normalization, PET images had an isotropic voxel
spacing of 2mm and a dimension of 91x109x91 in x, y
and z respectively. PET images were then zero-padded
to 128x128x128 and normalized to between -1 and 1
for all experiments. Brain symmetry around the y-axis
was leveraged for augmentation by flipping PET images
around the y-axis.

For this work two main sub-dataset of AIBL were
used:

Recon-AIBL: It contains PET images scanned by
a Siemens Biograph scanner but were reconstructed
with three different reconstruction methods, namely, Ul-
tra, Plain and Time of Flight (TOF). Plain was recon-
structed using OSEM3D algorithm, while TOF was re-
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Table 2: Comparison of the SUVR agreement for all approaches in
Recon-AIBL for Ultra-Plain harmonization. Methods are compared
in terms of MAE(SD) of the difference in SUVR values before and
after image translation

Approach Ultra to Plain Plain to Ultra
w/o harmonization 0.059 (0.026) 0.059 (0.026)

Supervised pix2pix w/o SUVR loss 0.015 (0.014) 0.021 (0.015)
pix2pix w/ SUVR loss 0.011 (0.009) 0.012 (0.009)

Unsupervised

CycleGAN 0.015 (0.018) 0.015 (0.020)
StarGAN 0.017 (0.009) 0.030 (0.014)
Multi-cycleGAN 0.023 (0.010) 0.020 (0.010)
Smoothing-cycleGAN 0.048 (0.016) 0.026 (0.019)

constructed using OSEM3D + Time of Flight, and Ultra
was reconstructed using PSF + Time of Flight.

The dataset has about 549 PET scans from 165 sub-
jects. Scans are divided across the three reconstruction
methods as follow: Plain has 267 scans, ultra 161 and
TOF 121 scans. The number of paired scans across the
three Reconstruction methods is 86 scans, while ultra
and plain shares 160 paired scans. Recon-AIBL has
been used in supervised and unsupervised settings and
the presence of paired scans was utilized for the valida-
tion of both settings. Figure 5 shows a sample of paired
scans across the three reconstruction methods.

In Recon-AIBL, the number of negative AD subjects
is much more than the number of positive AD patients.
Figure 6 shows the distribution of the SUVR values for
each reconstruction method, which reflects the ratio of
healthy controls to AD patients.

Multi-AIBL: A multi-scanner multi-tracer dataset,
where the subjects have been imaged by 5 different trac-
ers: PiB, AV45, NAV, FLUTE, and FBB, and 4 dif-
ferent scanners: Philips Allegro, GE Discovery, Philips
Gemini, and Siemens Biograph. Table 1 shows the de-
mographics of the dataset. However, in contrast with
Recon-AIBL, Multi-AIBL has no paired PET scans for
the different scanners and tracers, therefore, only unsu-
pervised methods have been evaluated for this dataset.

Smoothing-cycleGAN was also evaluated on a 3rd

synthetic dataset, Brats 2013 (Menze et al., 2014),
which contains synthetic MRI brain images. It was
utilized to demonstrate the capability of Smoothing-
cycleGAN in estimating the PSF required to harmonize
between two domains of different spatial resolution. For
this dataset, the mid-slice of 150 synthetic MRI images
were extracted and a Gaussian filter of 5mm and 1.5mm
FWHM in the x and y axis was applied in order to gen-
erate the target domain images of a lower spatial resolu-
tion. Figure 7 shows a sample image for the source and
target smoothed domains.

3.3. Evaluation metrics

In this work, the main metric used for evaluating
the different harmonization approaches is the SUVR,
which was calculated as the ratio of the mean signal in-
tensity reflecting the amyloid uptake in the cortical re-
gion to that in the whole cerebellum. For Recon-AIBL,

Figure 10: Box plots comparing all approaches for the Ultra-Plain
harmonization. (a) shows image translation from Ultra to Plain, and
(b) from Plain to Ultra

the SUVR values were measured before and after har-
monization and the results’ agreement was assessed by
the Mean Absolute Error (MAE) and Standard Devia-
tion (SD) of the difference in SUVR values. The slope
and intercept of the SUVR regression line and Bland-
Altman plots were further used to assess the harmoniza-
tion of the implemented approaches. For Multi-AIBL,
the performance of the proposed approaches have been
assessed qualitatively by visual assessment of the PET
scans.

4. Results

4.1. Smoothing-cycleGAN evaluation on Brats Syn-
thetic dataset

As a proof of concept, a 2D Smoothing-cycleGAN
was first evaluated on the Brats 2013 synthetic dataset.
It was trained to estimate the PSF smoothing parameters
(i.e. FWHM values) required to bring the original brain
MRI images to the spatial resolution of their smoothed
counterparts. As shown in Figure 8a, Smoothing-
cycleGAN optimized the parameters of the smoothing
kernel and reached equilibrium when the FWHM val-
ues are equal to 5mm and 1.5mm for the x and y axis
respectively, which were the FWHM values of the target
domain images. Visual results of the inputs and outputs
of the network is shown in Figure 8b.

4.2. Networks evaluation on Recon-AIBL

4.2.1. Smoothing-cycleGAN PSF optimization
For Smoothing-cycleGAN, the optimum PSF param-

eters for bringing Ultra to the spatial resolution of Plain
were first determined using Smoothing-singleGAN with
paired data. Figure 9a shows the training optimization
of the FWHM values for paired Ultra-Plain harmoniza-
tion. The smoothing kernel reaches equilibrium when
the FWHM values of the smoothing kernel are equal
to 3.2mm and 0.5mm for x-y and z axes respectively.
As shown in Figure 9b, Smoothing-cycleGAN with un-
paired data was capable of optimizing the PSF parame-
ters to the same values in unsupervised learning. A sam-
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Figure 11: Scatter plots comparing all approaches for image translation from Ultra to Plain:(a) pix2pix w/o SUVR loss, (b) pix2pix w/ SUVR loss,
(c) CycleGAN, (d) StarGAN), (e) Multi-cycleGAN and (f) Smoothing-cycleGAN

ple visual results of Smoothing-cycleGAN for Ultra-
Plain harmonization is also shown in Figure 9.

4.2.2. one-to-one PET image translation
For the evaluation of all proposed approaches on

Recon-AIBL, a subset of 32 images fore each recon-
struction method were set aside and the rest were used
for training. A comparison of all supervised and un-
supervised approaches for Ultra-Plain harmonization is
presented in Table 2. We chose Ultra-Plain harmo-
nization to present because they have the highest dis-
agreement among the three reconstruction methods. Ta-
ble 2 compares the MAE and SD of the difference
in SUVR values before and after harmonization. For
the Supervised approaches we compared the perfor-
mance of pix2pix with and without the proposed SUVR
loss.Training pix2pix with the SUVR loss showed lower
MAE compared to that without the SUVR loss, for both
translating PET images from Ultra to Plain and vice
versa. Figure 11a&b shows the scatter plot of the SUVR
values for Ultra-Plain harmonization for pix2pix, with
and without the proposed SUVR loss. The slope and
intercept of the regression line for pix2pix with SUVR
loss resulted in an overestimation of only 0.4% when
translating from ultra to plain, compared to 5.5% with-
out harmonization and 2.7% without the SUVR loss.

Table 3: Comparison of Multi-domain approaches for PET harmo-
nization in Recon-AIBL in terms of MAE(SD) for the SUVR differ-
ence before and after image translation

Approach Ultra to Plain Plain to Ultra TOF to Plain Plain to TOF
w/o harmonization 0.059 (0.026) 0.059 (0.026) 0.036 (0.013) 0.036 (0.013)
StarGAN 0.017 (0.009) 0.030 (0.014) 0.015 (0.013) 0.011 (0.009)
Multi-cycleGAN 0.023 (0.010) 0.020 (0.010) 0.012 (0.012) 0.008 (0.007)

Figure 12: pox plots of StarGAN and Mulit-cycleGAN for multi-
domain PET harmonization

For unsupervised learning, CycleGAN achieved the
highest agreement in SUVR values after image transla-
tion compared to other approaches. While, smoothing-
cycleGAN showed the lowest improvement in SUVR
values agreement for the Ultra to Plain translation. The
box plots of the difference in SUVR values are shown in
Figure 10. Furthermore, Figure 11c,d,e&f compares the
scatter plots for translating PET images from Ultra to
Plain for unsupervised approaches. The slope of the re-
gression line of StarGAN showed the lowest divergence
from unity slope, with an overestimation of only 0.1%.
CycleGAN, on the other hand, showed the highest di-
vergence from the unity slope with an overestimation of
4.6%.

4.2.3. Multi-domain PET image translation
For multi-domain harmonization, StarGAN and

Multi-CycleGAN were used for Ultra-Plain and TOF-
Plain image harmonization. The Generator in StarGAN
was conditioned to translate between the three recon-
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Figure 13: visual samples (unpaired) of translating images across scanner models in Multi-AIBL. (a) Biograph to Allegro, (b) Gemini to Allegro,
(c) Allegro to Biograph and Gemini

struction methods randomly during training. In Multi-
cycleGAN, the first generator was strictly conditioned
on translating PET images to Plain only, and the sec-
ond generator was conditioned to translate images back
to both Ultra and TOF. The MAE and SD of the differ-
ence in SUVR before and after translation is presented
in Table 1. The two approaches achieved comparable
results for Ultra-plain harmonization, however, Multi-
cycleGAN achieved better agreement in the SUVR val-
ues for TOF-Plain harmonization. The results in SUVR
agreement for Ultra-Plain and TOF-Plain of both meth-
ods is further shown in the box plots in Figure 12.

4.3. Evaluation of networks on Multi-AIBL

For Multi-AIBL, since paired PET scans across the
different scanner models were not available, only un-
supervised approaches have been evaluated for this
dataset. Furthermore, with the lack of paired PET im-
ages, only qualitative evaluation of the proposed ap-
proaches could be used for assessing their performance.
For Multi-AIBL experiments, Allegro was set as the
target domain and Biograph, Gemini, and Discovery
as the source domains. To eliminate the variability in
PET tracers and focus on only harmonizing between
scanner models, tracer NAV was chosen since it has
PET images of all the scanner models. 96 PET im-
ages of each scanner model were used for training Cy-
cleGAN, StarGAN, Multi-cycleGAN and Smoothing-
CycleGAN. Figure 13a shows a sample image trans-
lated from Biograph to Allegro for all the unsupervised
approaches, while Figure 13b shows the visual results of

a sample image translated from Gemini to Allegro. Fig-
ure 13c shows a sample image of the inverse mapping
that is translating PET images from Allegro to Biograph
and Gemini.

5. Discussion

In contrast to the traditional way of doing PET har-
monization, in this work we showed that deep learning,
specifically cGANs, can learn to match the distribution
of PET images across different domains, resulting in
more consistent amyloid measurements. We alleviate
the need to do PET harmonization during image recon-
struction or the need to use phantoms as traditionally
proposed (Senda, 2017) (Joshi et al., 2009) by build-
ing deep convolution networks from existing datasets.
We demonstrated that the proposed networks for har-
monizing PET images improve the SUVR agreement
in Recon-AIBL between the translated images and their
pairs in the target domain, as shown in Table 2 and Fig-
ure 10.

For pix2pix, the results in Table 2 shows the advan-
tage of using the proposed SUVR loss, which forces
the network to learn to match the SUVR distribution of
the target domain. As shown in Figure 3, the SUVR
loss helped in bringing the slope of the regression line
close to that of the unity line. The SUVR loss mainly
helped in reducing the class imbalance in the SUVR
measurements by giving more attention to images with
high SUVR values. This is more evident in the Bland-
Altman plots in Figure 14, where the images with
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high SUVR values have lower SUVR difference when
pix2pix was trained with the SUVR loss. Pix2pix how-
ever, can only be applied in a supervised manner and
when paired data are available.

Figure 14: Bland-Altman plots for translating images from Ultra to
Plain using pix2pix (a) with out SUVR loss, and (b) with SUVR loss

For unsupervised mapping, CycleGAN showed good
performance in bringing the SUVR values into good
agreement for Recon-AIBL, as shown in Table 2 and
Figure 10. It showed the lowest MAE among the un-
supervised approaches. However, because of the class
imbalance in Recon-AIBL, CycleGAN seemed to per-
form well in translating images with low SUVR values,
while failing to bring images with high SUVR values
into good agreement with those of the target domain. In
fact, CycleGAN resulted in a greater misalignment of
the SUVR values for subjects with high SUVR (AD pa-
tients). This bias in the SUVR harmonization is demon-
strated by the CycleGAN’s 4.6% overestimation in the
slope of the regression line in Figure 11. This is more
evident in the Bland-Altman plots in Figure 15.

Figure 15: Bland-Altman plots for Ultra-Plain harmonization using
CycleGAN:(a) Ultra to Plain, (b) Plain to Ultra

In contrast to CycleGAN, StarGAN and Multi-
cycleGAN demonstrated good performance in translat-
ing images with high SUVR, as shown by the slopes of
their regression lines in Figure 11. They mainly take
advantage of the shared latent space across multiple do-
mains and the larger set of training inputs. While this
improved the generalizability of the network and helped
reducing the effects of class imbalance, it also affected
their specificity, See the Bland-Altman plots of Star-
GAN for Ultra-Plain harmonization in Figure 16.

For Smoothing-cycleGAN, although it showed an in-
ferior performance in harmonizing Recon-AIBL PET
images, it offered an alternative explainable image
translation in comparison to the black-box image trans-

Figure 16: Bland-Altman plots for Ultra-Plain harmonization using
StarGAN:(a) Ultra to Plain, (b) Plain to Ultra

lation of the other approaches. It specifically learns to
model a smoothing function required to bring the spatial
resolution of the source domain to that of the target do-
main. Conventionally, the parameters of the smoothing
function are determined manually using a set of phan-
tom images as in (Joshi et al., 2009). This is prone to
errors since the number of phantoms is very small and
they may not be a true representative of the real PET
images. In Smoothing-cycleGAN, the network learns
to optimize the PSF parameters from many real PET
images, capturing the overall distribution of the data.
Moreover, Smoothing-cycleGAN can be applied retro-
spectively on existing datasets where phantom scans
are not available. As shown in Figure 9 Smoothing-
cycleGAN successfully estimated the optimum PSF pa-
rameters required for harmonizing PET data that were
of different spatial resolutions.

Figure 17: Image difference between the output of the smoothing ker-
nel in Smoothing-cycleGAN and the target image. (a) smoothing ker-
nel input, (b) smoothing kernel output, (c) target image, and (d) image
difference of (b-c)

A similar structure to our Smoothing-cycleGAN, was
proposed by Lim et al. (2020) for microscopy super-
resolution. However, the focus of their work was on
the deconvolution mapping, and not in the estimation
of the optimum PSF parameters. Moreover, PET image
harmonization differs in a way that it constitutes the har-
monization of not only spatial resolution but also other
factors, such as noise and contrast. Therefore, our prob-
lem is more complex, and the inverse mapping is not
simply a deconvolution. This led to instability in the
training of Smoothing-cycleGAN, where the smoothing
kernel lacks the necessary complexity to bring the trans-
lated images fully into the distribution of the target do-
main. As a result, the second generator failed to keep a
stable output because it was being misled by the output
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Figure 18: Visual assessment difficulty of cGANs-based PET harmonization approaches. (a) shows a visual output of the proposed approaches for
two PET images, where the difference between them is hard to be noticed, while in (b) their SUVR measurements varies greatly

of the smoothing kernel in the cycle consistency loss.
Two different approaches were evaluated to address this
issue. First, the smoothing kernel was updated every
10 epochs instead of every epoch in order to increase
the training stability. This has helped to account for the
large number of tunable parameters in the deconvolu-
tion generator and led to a more stable training. Sec-
ond, we tried to model the noise differences in the two
domains, assuming it follows a Gaussian distribution,
by adding a Gaussian noise layer with one parameter to
learn. However, due to the random nature of the noise,
the network ignored it and optimized its parameter to
almost zero. Moreover, as shown in Figure 17 the dif-
ferences between the output of the smoothing kernel and
the target image is mainly structural and not because of
noise. A possible solution is to add other layers to model
the attenuation and scatter correction in addition to the
smoothing kernel, similar to (Joshi et al., 2009).

For multi-AIBL, not having paired data prevented
from evaluating the harmonization performance of the
proposed approaches quantitatively. Qualitatively how-
ever, we can see from Figure 13 that visually CycleGAN
and Smoothing-CycleGAN seemed to be able of learn-
ing the mapping from Gemini and Biograph to Allegro
quite okay, and vice versa. However, For multi-domain
mapping using StarGAN and Multi-cycleGAN, we no-
tice that StarGAN showed a minimum translation to
be noticed visually, while, Multi-cycleGAN appears to
work well for the down-resolution mapping from Gem-
ini and Biograph to Allegro but fails in translating Alle-

gro back to the high resolution domains (Biograph and
Gemini). This is mainly due to the transpose decon-
volution layer in the upsampling part of the generator
(Odena et al., 2016). A possible improvement to tackle
this issue would be to replace the transpose deconvolu-
tion layers by an upsampling layer followed by convo-
lution instead of doing upsampling and convolution in
one layer.

Despite the great potential demonstrated for using
deep learning cGANs for PET harmonization. This ap-
proach suffers from two main limitations:

• In computer vision, cGANs proposed for the task
of image-to-image translation are being mainly
evaluated by the realism of their generated outputs,
which can be visually determined. However, this
is not the case in PET harmonization. PET im-
ages are of low resolution and noisy. Therefore,
the changes introduced by the different types of
scanners, for example, are very subtle and cannot
be easily noticed visually. However, quantitatively
the effects can be significant enough to overesti-
mate or underestimate the measures of amyloid re-
tention. As reported by (Bourgeat et al., 2018),
the distortion in the amyloid measurements tends
to multiply when multiple factors come into play,
such as changing the scanner and the tracer at the
same time. To better explain this, Figure 18 shows
a sample of two images translated from Ultra to
plain using all proposed approaches. In Figure 18a
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we can see that the output images of the differ-
ent approaches look very similar, however, their
SUVR uptake in Figure 18b shows quite a bit of
variation.

• In the absence of paired images, unsupervised
cGAN image translation is very unstable and out-
put images can vary drastically from one epoch to
the other. In computer vision applications, this be-
havior of non-deterministic mapping and variabil-
ity in the generated outputs is generally encour-
aged. However, in PET harmonization this vari-
ation poses an issue of determining the optimum
epoch for evaluation, given the sensitivity of PET
harmonization to subtle changes. In an effort to
address this issue, we tried to implement a cyclic
SUVR metric, in which we compare the SUVR of
the input image to that of the reconstructed one,
similar to the cycle consistency loss. However, this
approach is ill posed and led to choosing epochs
with minimum translation of both the forward and
inverse mapping.

6. Conclusions

This is the first work studying the possibility of uti-
lizing deep learning networks, specifically, cGANs for
unsupervised PET harmonization. We showed that good
agreement in SUVR measurements can be obtained for
the translated images using the proposed approaches.
Furthermore, we showed that the PSF of PET images
that have different spatial resolutions can be estimated
automatically using Smoothing-cycleGAN, which of-
fers an alternative for the phantom-based PSF estima-
tion that is cumbersome and cannot be applied retro-
spectively on existing datasets with no reference phan-
toms. However, further work is required to improve the
networks training stability and evaluation criteria for re-
producibility and optimum PET harmonization.
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Abstract

Bone age or skeletal maturity assessment is a common practice in paediatrics. It aims to evaluate children devel-
opment and diagnose pediatric syndromes or growth disorders. The general practices for determining the skeletal
maturity are the Greulich and Pyle (G&P) atlas and the Tanner Whitehouse (TW) method, both use hand X-Ray
images and rely on visual evaluation of the radiograph. However, these standard methodologies have high inter and
intra-rater variability. In order to overcome the variability, multiple automatic techniques based on image processing
have been developed to aid physicians in accurately addressing skeletal maturity. This project presents an automatic
deep-learning approach to perform bone age assessment of hand X-Ray images using the dataset provided by the
Radiological Society of North America (RSNA), which includes 14,236 hand radiographs along with the gender and
the skeletal age of each subject in months. The approach consists of a convolutional neural network which performs
ossification region detection on the hand X-ray image. The model uses gender metadata to predict the bone age of
the patient combining the predicted age of the detected regions. The metric used to evaluate the performance of this
work is the mean absolute error (MAE) between the predicted and the actual bone age. We achieved an MAE of 4.139
months with a standard deviation of 3.84 and a coefficient of determination of R2 = 0.98, which is comparable with
the current state of the art for bone age assessment.

Keywords: bone age, ossification regions, hand X-rays, hand segmentation, object detection, active learning, CNNs

1. Introduction

1.1. Motivation

Bone age assessment (BAA) is a measure of bone
development. It takes into account the size, shape
and degree of ossification (mineralization) of the bones,
which estimates the proximity of the bones to full ma-
turity (Gilsanz and Ratib, 2005). During child devel-
opment, multiple factors may cause a difference be-
tween the chronological age and the bone age, includ-
ing, among others: paediatric syndromes, endocrine dis-
orders, growth problems, poor nutrition or genetic dis-
eases (Poznanski et al., 1978).

In paediatrics, the use of BAA has a broader appli-
cation that is not limited to the detection of growth dis-
orders but includes the detection of elite athletes up to
civil registration programmes. In which, the application
of BAA enables the verification of the age of children

that do not have birth registration documents, allowing
children to claim their rights (Mansourvar et al., 2013).
In the last years, BAA has also been useful in the case
of children seeking asylum, where it allows the correct
allocation of resources (Creo and Schwenk, 2017).

The predominant clinical procedure of BAA is the at-
las (G&P) by Greulich and Pyle (1959), which uses an
X-ray of the left hand. The method consists of visual ob-
servation of the skeletal maturation of the whole hand.
It compares a subject radiograph with an atlas which
is a collection of hand radiographs of children gathered
in the United States from 1931 to 1942; the physician
assigns the bone age (BA) according to the most sim-
ilar image in the atlas. Despite the popularity of this
method, it does not set a standard procedure to assess
the BA, and it depends on the expertise of the physi-
cians. Thus it may be biased by human interpretation.

In order to overcome the drawbacks of the G&P atlas,
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Figure 1: Regions of interest of TW2 method

TW methods were developed (TW2 and TW3) by Tan-
ner et al. (2001). Initially designed in 1975, TW meth-
ods analyse particular bones of the hand including the
radius, ulna, carpal bones of the wrist, metacarpals, and
phalanges as depicted in Figure 1. The methods take
into account metadata like the gender and the race of
the subject. The study presented by Zhang et al. (2009)
showed that there exist differences in growth patterns
according to the ethnic and race of the subjects; such
differences directly affect the BAA. Nevertheless, the
G&P atlas did not acknowledge this fact.

Furthermore, TWs methods can predict the adult
height with some additional information like the current
subject height, the chronological age and some height
coefficients. The TW methods subdivide the radiograph
into several regions of interest (ROIs) and assign a ma-
turity stage per ROI with a letter between (A, B, ..., I).
They take into account race and gender information and
some age coefficients and convert the marked stages into
a numerical score. The resulting bone age is the addition
of the numeric scores of the regions of interest (Spamp-
inato et al., 2017).

Regardless of the acceptance of the G&P and TWs
methods, both require thorough physician analysis and
have a high dependency on the expertise of the ra-
diologists, which in a practical setting, is very time-
consuming. These facts, coupled with the growing de-
mand for this analysis in the immigration and paedi-
atrics, make these methods susceptible to high inter and
intra-rater variability (Berst et al., 2001).

In this context, technological advances in computer

vision have been used to reduce rating variability in
BAA. Most of these advances are based on image pro-
cessing aiming to replicate the clinical approach of G&P
and TWs methods. One approach to ease BAA was the
digital atlas of skeletal maturity presented by Gilsanz
and Ratib (2005), which introduced a portable computer
containing the G&P atlas to help the radiologists per-
form BAA manually. Towards automating BAA, several
strategies were developed in recent years, most of them
inspired by the TW methods (Mansourvar et al., 2013).
Indeed, the sequential structure of the TW method based
on the score of various ROIs enables the development
of automated algorithms primarily focused on the local-
isation of the ROIs and performing feature extraction to
predict the skeletal maturity of the subject.

The evolution of machine learning and deep learn-
ing has demonstrated performance improvements in
medical applications such as computer-assisted diagno-
sis, image segmentation, and object localisation (Ching
et al., 2018). In this context, numerous proposals have
been developed to perform automatic BAA with deep-
learning, as presented in the review by Dallora et al.
(2019). The approaches range from the direct appli-
cation of convolutional neural networks (CNNs) with a
regression head to ensembles of predictions of the ROIs
of the TW method.

1.2. Contribution

In this work, we developed two automatic methods
for BAA based on CNNs. We investigated if the ap-
plication of new cutting edge architectures can improve
the performance on this problem. We developed an
architecture capable of performing dense BAA on the
whole hand and considering the TW ossification re-
gions, which allows the prediction of the skeletal ma-
turity of the subjects considering crucial local informa-
tion. Thus, leveraging the possibility to perform multi-
ple score fusion rules of the different ROIs, which has
not mainly been studied by other methodologies.

1.3. Organisation

This work is structured as follows: section 2, presents
a review of the state of the art for automatic BBA. Sec-
tion 3 describes the materials and the development of
the proposed BAA algorithms. Section 4, details the
experiments performed with the proposed method. Sec-
tion 5 contains a discussion of the obtained results, Fi-
nally section 6 presents conclusions and future work.

2. State of the art

The objective of the present work is to investigate
possible improvements in BAA in hand X-rays using
CNNs. According to Dallora et al. (2019), the most
frequently used techniques for BAA rely on regression-
based methods and deep-learning. Thus, in this section,
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we present a review of the existing methods and their
scopes. Furthermore, Table 1 presents a summary of the
performance of the methods presented in this review.

2.1. Regression based methods for BAA

Based on the theory of G&P and TW methods, Bon-
eXpert software developed by Thodberg et al. (2008) is
one of the few available in the market and approved for
distribution within Europe. It predicts automatic BAA
through the use of an active appearance model. First, it
performs the segmentation of 13 bones, followed by the
extraction of features like shape, intensity and texture
scores of the different ROIs, which enables the predic-
tion of the bone age for each ROI in the X-ray. A con-
sensus among the predicted age is calculated consider-
ing the gender of the patient. Nevertheless, a disadvan-
tage of this framework is that it rejects low-resolution
radiographs and does not takes into account the carpal
bones of the youngest ages.

Another algorithm developed following the G&P and
TW methods was presented by Seok et al. (2016). It per-
forms the localisation of 17 ROIs and a relevant group-
ing of the regions. Then the bone age is calculated as a
weighted sum of the different parts of the image using
a least-square regression. This method mainly relies on
decision rules and does not cover the whole paediatrics
range [0-19 years]. Similarly, the method presented by
Kashif et al. (2016), presents an extensive comparison
of different well-known feature descriptors in computer
vision that can be used to perform BAA, descriptors
such as SIFT (Lowe, 2004), SURF (Bay et al., 2006),
BRIEF (Calonder et al., 2010) and BRISK (Leuteneg-
ger et al., 2011). The features were extracted within
the ROIs defined in the TW method and subsequently, a
support vector machine performed a regression to esti-
mate the BA.

Mansourvar et al. (2015) presented an automated sys-
tem of BAA based on extreme learning machines, which
introduced the possibility to predict the BA without per-
forming the segmentation of the hand or the extraction
of ROIs. It used the features extracted from the full im-
age and metadata of the gender and the race.

2.2. Deep Learning based BAA

The first approach that used CNNs for BAA was pre-
sented by Spampinato et al. (2017); they conducted a
comparison of several architectures such as OverFeat
by Sermanet et al. (2013), and GoogLeNet by Szegedy
et al. (2015). Additionally, they developed the architec-
ture called BoNet, which was trained using the digital
hand atlas dataset released by Cao et al. (2003). BoNet
uses the first convolutional layers of a pre-trained ver-
sion of OverFeat. It uses a spatial-transformer layer
(Jaderberg et al., 2015) to affinely transform the im-
age, enabling the removal of any orientation misalign-
ment of the hand in the X-Ray image. Afterwards, it

uses an additional convolutional layer which then feeds
a single fully-connected regression layer of 2048 neu-
rons that predicts the BA. The performance achieved by
this method is presented in Table 1.

Similarly, Larson et al. (2018) performed an au-
tomatic BAA based on the well-known architecture
Resnet-50 designed by He et al. (2016). It introduced
the large-scale dataset by RSNA containing a total of
14,236 clinical radiographs of the left hand obtained for
BAA. Additionally, They show an evaluation with the
digital hand atlas dataset where their method obtained
improved the performance of BAA in such dataset. The
metrics of this method are presented in Table 1.

The disadvantage of the methodologies of Larson
et al. (2018) and Spampinato et al. (2017) is that they
rely entirely on a transfer learning approach, and they
did not explore further improvements in terms of im-
age preprocessing or data augmentation. They also did
not take advantage of the ROIs defined by the G&P and
TW methods or any other combination. Instead, they
used the whole image to transfer the knowledge from
pre-trained networks that were trained on natural im-
ages from ImageNet (Deng et al., 2009).

Lee et al. (2017) introduced an approach to perform
preprocessing for BAA for patients between 5 to 18
years. They used first a detection CNN (patch-based
CNN) for tissue and bone by removing the background,
collimation, and annotation marker. Once the image
was segmented, they standardised it by applying con-
trast enhancement, denoising and edge sharpening. Fi-
nally, with the enhanced image, they performed transfer
learning using GoogleNet. However, this research did
not include samples of 0–4-year-old patients.

In 2017 the RSNA launched the pediatric bone age
challenge, releasing a dataset of 14,236 images. Since
the release of such dataset, multiple deep learning-based
approaches have been published, especially in the con-
text of the challenge where the winner (Bilbily and Ci-
cerot, 2018) achieved an MAE of 4.26 months. The
winner method consisted of first resizing all the images
to 500×500 pixels. Then they used an InceptionV3 net-
work (Szegedy et al., 2015) for feature extraction and,
a subnetwork of 32-neuron dense layers for the gen-
der information. The resulting features of the CNN and
the gender subnetwork were concatenated. Finally, they
used two 1000-neuron dense layers with ReLu activa-
tion to estimate the BA (Halabi et al., 2019).

Another approach published after the release of the
RSNA dataset is the work of Iglovikov et al. (2018),
which performed a multistage method aimed to improve
the generalisation of the learning models and to increase
the quality of the images. Their algorithm first performs
segmentation of the hand in the X-Ray with the help of
a U-Net (Ronneberger et al., 2015). To this end, they
manually labelled some images, and they employed a
technique called positive mining that combines man-
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ual labelling with automatic processing. Once the im-
ages were segmented, they removed irrelevant informa-
tion of the image such as background, collimation and
orientation labels. The second stage of their proposal
consisted of a keypoint detection algorithm based on
the VGG architecture (Simonyan and Zisserman, 2014),
which recognised 3 points on the hand (the centre of
the carpal bones, the top of the thumb and the mid-
dle finger) which enabled them to perform an orienta-
tion alignment. Then, once the images were aligned
and without background, they trained multiple regres-
sion models with the whole hand and with ROIs such as
the carpal bones and the proximal phalanges. Finally,
they explore possible ensembles of the different ROIs,
which increased the performance of their models.

The complexity for segmenting the images presented
in Iglovikov et al. (2018), inspired the works of Ren
et al. (2018) and Wu et al. (2019), which replaced the
segmentation preprocessing by attention modules as an
initial input layer of a DensenetV3 model (Iandola et al.,
2014), which performed the regression of the BA. These
works did not align the images in a specific orientation,
and they depended on data augmentation to handle the
misalignments and the dose variation, which affected
the contrast of the images. The results obtained by these
works are presented in Table 1.

Towards improving the performance of BAA, Pan
et al. (2019) investigated improvements that can be ob-
tained through model ensembling. For this work, they
took into account 48 submissions from the 2017 RSNA
challenge. They conducted a bootstrap analysis using

the 200 test images. They found that the average per-
formance of a single model was 4.55 MAE in months.
Meanwhile, the best-performing ensemble consisted of
four models obtaining an MAE of 3.79 months. It
is worth mentioning that in this work, the researchers
did not train any model. Instead, they perform cross-
validation of the top-5 solutions of the RSNA challenge.

Reddy et al. (2020) investigated the possibility to ex-
ecute BAA using a reduced part of the hand X-Ray like
the index finger region. They subsequently compared
the BAA using the full hand, the cropped index finger
region and the estimation of three radiologists. They
found that the results using a cropped section of the
X-ray are similar to using the whole hand. Further-
more, they demonstrated that the automatic approaches
obtained higher confidence than radiologist predictions,
since the algorithms lack of rater-variability. Their re-
search opened a gate to perform BAA with the use of
X-rays of only specific parts of the hand.

A relevant work for preprocessing the X-ray images
towards BAA was published by Koitka et al. (2018).
They opened a gateway to the research of two-stage
systems that recognises ossification ROIs based on
TW methods and BAA with the use of high-resolution
patches of the image. They released a dataset with 240
manually annotated radiographs containing labels for
regions of the distal, intermediate and proximal pha-
langes, metacarpals, the carpal bones, the ulna and the
radius. Although BAA was not performed in their work,
the automatic detection of ROIs is an essential step to-
wards an explainable BAA method.

Table 1: Comparison of previous works in automatic BAA

Author Method Dataset Dataset size Age range
MAE

(months) Other metrics Comment

Bon-eXpert,
Thodberg et al. (2008)

Active
appearance
model

Multiple Sources 1,559 2–17 - 0.42 years MSE Metric according G&P
0.80 years MSE Metric according TW2

RSNA Dataset 12,480 0–19 4.50 - RSNA Test Data

Mansourvar et al. (2015) Extreme learning Private 1,100 0-18 - 0.22 years MSE -

Seok et al. (2016) Feature based Private 135 - - 0.19 years MSE -

Kashif et al. (2016) Feature based Private 1,100 0–18 7.26 - -

Spampinato et al. (2017) Deep-learning
Digital Hand Atlas
Database System 1,391 0–18 9.48 - -

Lee et al. (2017) Deep-learning
Massachusetts General
Hospital MGH 8,325 7-17 - 0.82 years RMSE -

Zhao et al. (2018) Deep-learning RSNA Dataset 12,611 0–19 7.66 - RSNA Validation

Larson et al. (2018) Deep-learning RSNA Dataset 12,611 0–19 7.32 - RSNA Validation

Bilbily and Cicerot (2018) Deep-learning RSNA Dataset 12,480 0–19 4,27 - RSNA Test Data

Ren et al. (2018) Deep-learning RSNA Dataset 12,480 0–19 5.2 - -

Iglovikov et al. (2018) Deep-learning RSNA Dataset 11,600 0–19 7.52 - RSNA Validation
0–19 4,97 - RSNA Test Data

Wu et al. (2019) Deep-learning RSNA Dataset 12,480 0–19 7.38 - RSNA Validation

Pan et al. (2019) Ensembling RSNA Dataset 200 0–19 3.79 - RSNA Test Data

Escobar et al. (2019) Deep-learning RSNA Dataset 12,480 0–19 4.41 - RSNA Test Data
Radiological Hand Pose
EstimationDataset 6,288 6.86 -

Reddy et al. (2020) Deep-learning RSNA Dataset 12,480 0–19 4.7 - One finger Prediction
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Figure 2: Bone age distribution for radiographs of the three datasets used in this work

The latest improvement towards BAA prediction was
introduced by Escobar et al. (2019); they performed
hand pose estimation for pediatric hand X-rays. In their
work, they manually annotated keypoints of the RSNA
dataset to detect the pose of the hand before assessing
the skeletal maturity. Their approach consisted of three
stages. First, they localised and cropped the region of
the hand using a fast region-based convolutional net-
work (Fast R-CNN) by Ren et al. (2015). The second
stage estimates the pose of the hand using the base-
line of human pose estimation and tracking proposed
by Xiao et al. (2018). Finally, they performed BAA
by modifying the method of the winner of the RSNA
challenge (Bilbily and Cicerot, 2018). They addition-
ally introduced the dataset Radiological Hand Pose Es-
timation (RHPE), a dataset that contains 6,288 images
from a population with different characteristics of the
RSNA dataset.

3. Material and methods

3.1. Datasets

There are three datasets used in this work. First, the
dataset released by the RSNA for the Pediatric Bone
Age Machine Learning Challenge in 2017, in which all
the images have skeletal maturity and gender informa-
tion. BA was assigned by multiple expert observations
considering the rater variability and the bias produced
by each expert. The RSNA dataset is subdivided into
12,611 X-ray images for training, 1425 for validation
and 200 for testing.

The second dataset is the publicly available Digital
Hand Atlas (DHA) by the University of Southern Cali-
fornia Image Processing and Informatics Laboratory in-
troduced in Gertych et al. (2007). It contains 1390 im-
ages; each of them contains the bone age in years, the
gender and the race of the patients. Larson et al. (2018)
shows that there is no patient overlap among the RSNA
and the DHA datasets.

Table 2: Gender Distribution of the three datasets used in this work

Dataset Subject Number Age range
(months)

Gender ratio

Female Male Total (F:M)

RSNA Train 6,488 6,123 12,611 [1-228] 48:51
RSNA Val 652 773 1,425 [3-228] 46:54
RSNA Test 100 100 200 [11-219] 50:50
DHA 690 700 1,390 [0-216] 50:50
GH 159 193 352 [0-216] 45:55
TOTAL 7,724 8,254 15,978 [0-228] 47:53

The third dataset is a private collection of the
Gasthuisberg Hospital (GH) from the University Hospi-
tal Leuven - Belgium, compiled from 1998 to 2001. The
dataset consists of 352 images of patients with growth
disorders. The dataset bone age was estimated by two
experts using the TW2 method assigning a score letter
for the different ROIs of the hand; the dataset contains
information about skeletal age, current age and the qual-
itative maturity score for all the ROIs in hand. The Dig-
ital Hand Atlas and the Gasthuisberg dataset are used
only for testing the accuracy of the developed algorithm.

Figure 2 depicts the age distribution of the three
datasets used in this project. It is possible to observe
that there exists an imbalance in the age distribution.
The number of samples of infants and toddlers [0-4
years] and late adolescents [17-19 years] is underrep-
resented compared with the samples available for mid-
adolescence [12-15 years].

In addition to the bone age labels, the gender of the
subjects is used in our methodology. The gender in-
formation has a high correlation with the BAA. Table
2 shows the distribution of the images according to the
gender of the patients in the three datasets. It can be
seen that the distribution concerning the gender of the
subjects is almost balanced.

3.2. Methodology

This subsection describes the proposed strategies for
BAA; we investigated whether the application of cutting
edge architectures used for classification and object de-
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tection of conventional images could improve the accu-
racy of BAA.

We evaluated different approaches for BAA not only
using the whole image but also using the information of
different anatomical structures from the hand. There-
fore, we present three major tasks to perform BAA.
First, we perform hand segmentation as preprocessing;
second, we develop our first strategy based on feature
fission and whole hand segmentation. Finally, we de-
scribe the design of an algorithm based on the ossifica-
tion ROIs of the TW methods. In contrast with previous
studies based on multiple-stage algorithms (Iglovikov
et al., 2018), (Escobar et al., 2019), our introduced ap-
proach performs BAA at once and exploring the differ-
ent ROIs in the X-ray images simultaneously.

Since the labels presented in the datasets include only
the bone age of the different patients, we performed
an unsupervised hand segmentation algorithm together
with some deep learning-based segmentation methods.
Furthermore, an active learning framework was imple-
mented to label the ossification ROIs for the object de-
tection task interactively.

3.3. Hand Segmentation

To perform hand segmentation, we modify the seg-
mentation pipelines presented by Hsieh et al. (2012),
which show a detailed methodology for phalanges seg-
mentation. An overview of the unsupervised segmenta-
tion model implemented is presented in Appendix A.

Since our goal is to embed the segmentation of the
hand within a deep-learning model (U-Net), we used
positive mining similar to (Iglovikov et al., 2018). How-
ever, instead of manually segmenting the initial sam-
ples, we used the result of our unsupervised segmen-
tation algorithm. Since the output of the unsupervised
segmentation method contains some errors, we manu-
ally refined some of the generated masks to improve the
performance of the segmentation models. Besides, we
labelled some of the images that were not successfully
segmented by the unsupervised method.

For performing segmentation, we adopted a modi-
fied version of U-net which contains an EfficientNet en-
coder (Tan and Le, 2019). We call this architecture as
Efficient-UNet. EfficientNets have outperformed other
well-known architectures in multiple tasks such as im-
age classification and object detection. Furthermore, we
selected EfficientNet as an encoder for the U-Net since
once it is optimised to perform hand segmentation, the
encoder weights can be transferred for other tasks such
as BAA or object detection. An overview of a U-Net
with an EfficientNet encoder applied to medical imag-
ing was introduced by Nguyen et al. (2020).

The losses used to optimise the parameters of the seg-
mentation models were cross-entropy loss,

LBC(yi, ŷi) =
−1
n

n∑

i=0

(
yi log ŷi + (1 − yi) log(1 − ŷi)

)
, (1)

and the dice loss:

LDice(yi, ŷi) =
2
∑N

i ŷiyi∑N
i ŷ2

i +
∑N

i y2
i

, (2)

proposed by Milletari et al. (2016). This combination
accounts for class imbalance without the need of as-
signing weights to the samples of specific classes. In
equations (1) and (2), ŷi corresponds to the predicted
segmentation and yi to the ground truth.

Thus, the total loss for the segmentation task is the
sum of the cross-entropy and the dice loss:

Lseg = LBC +LDice . (3)

During training, weights optimisation is performed
using decoupled weight decay regularisation (AdamW)
by Loshchilov and Hutter (2017) with an initial learn-
ing rate of 0.001. The architecture is initialised with the
weights of ImageNet. To account for different X-ray
variations such as collimation and radiation dose, we
included data augmentation. Our augmentation pipeline
includes image rotation within −90◦ to 90◦, random hor-
izontal and vertical image translation up to 20%, image
scaling within the ratio [0.7 - 1], horizontal and verti-
cal image flip, and image random brightness was ap-
plied with a probability of 50%. The augmentation is
performed using the Albumentation library by Buslaev
et al. (2020)

3.4. BAA based on Dense Predictions

The general pipeline for BAA with dense predictions
consists of four main components. First, the Efficient-
Net backbone based on the trained hand segmentation
model introduced in Section 3.3, second a BiFPN, then
a metadata layer and finally, a dense regression convo-
lutional network.

3.4.1. Bidirectional Feature Pyramid (BiFPN)
The features extracted for the segmentation task are

reused to feed a BiFPN. Tan et al. (2019) compared dif-
ferent approaches for multi-scale feature fusion, such
as conventional top-down feature pyramid by Lin et al.
(2017a); PANet that adds an additional bottom-up path-
way on top of FPN (Liu et al., 2018); and the FPN based
in neural architecture search (NAS-FPN) by Ghiasi et al.
(2019). In comparison, Tan et al. (2019) demonstrated
that a better approach to fusing the multi-scale fea-
tures effectively could be achieved by BiFPN, which has
shown improvement in performing one-stage object de-
tection. Figure 3 shows the architecture of BiFPN.
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Figure 3: BAA proposed architecture – It employs EfficientNet as the backbone network, BiFPN as the feature network, a U-net based segmentation
autoencoder, and regression prediction network. The final prediction is guided by the generated segmentation mask.

In contrast to conventional feature pyramids that are
unidirectional, BiFPN performs top-down and bottom-
up feature fusion, leveraging the multi-scale fusion
compared to the limited one-way FPN. Additionally,
BiFPN includes a weight to the different resolutions that
enable the network to learn the best weights to combine
the features during training (Tan et al., 2019).

3.4.2. Metadata
According to the TW methods of, gender is crucial

metadata to be considered for BAA (Pietka et al., 2001).
Therefore, in the winning solution of the RSNA chal-
lenge by Bilbily and Cicerot (2018), a layer of 32 neu-
rons was used to merge gender information with 2048
features extracted from the image. In our approach, we
designed the prediction network in a BiFPN respecting
the compound scaling model of EfficientNets.

We used a fully connected layer with size according
to the compound scaling concept of Tan et al. (2019).
The features are pointwise added to each output of the
BiFPN similar to the approach of Levine et al. (2018).
The number of neurons applied for each EfficientDet
model is presented in Table 3.

Table 3: EfficientDet parameters, the values presented in the table
follow the design of Tan et al. (2019). The number of neurons adopted
for the metadata respects the number of channels of the BiFPN.

Model image
size

#neurons
metadata

#BiFPN #box, regression,
BA layers#channels #layers

D0 512 64 64 3 3
D1 640 88 88 4 3
D2 768 112 112 5 3
D3 896 160 160 6 4
D4 1024 224 224 7 4

3.4.3. Regression Network
Instead of the conventional fully connected final layer

of regression and classification CNNs, we proposed a
set of same size convolutional layers that performed
multi-scale dense predictions of BA. This approach
leveraged the possibility of not only considering the
ROIs defined by conventional methods such as TW and
G&P but also to search for other regions in the hand that
could be important for BAA. Keeping attention only in
the hand region and removing the markers and frames
that affect the prediction.

The segmentation results of the Efficient-UNet guide
the dense predictions. To this aim, the segmentation re-
sults are downsampled to match the dimension of the
different feature maps obtained by the prediction net-
work. This approach provides the possibility of only
taking into account the pixels that lay inside the seg-
mentation of the hand, hence, predicting only in hand
regions of the images.

3.4.4. Training Overview
To optimise the parameters of the dense regression

network, we used a modified version of the loss function
employed in YOLO (You Only Look Once) network by
Redmon et al. (2016). Equation (4) shows the proposed
loss function:

Lreg(yi, ŷi) =

S 2∑

i=0

1
seg
i |yi − ŷi| , (4)

where S 2 represents the multi-scale feature space that
produces the network, 1seg

i is the segmentation response
of the Efficient-UNet downsampled to the output scale,
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yi is the bone age ground truth, and ŷi is the pixel-wise
predictions of the network.

The loss presented in Equation (4) calculates the
mean absolute error pixel-wise. The optimisation back-
propagates the loss through the regression network and
the BiFPN. We left the parameters of the EfficientNet
backbone unchanged since they are shared with the
hand segmentation task.

To alleviate the imbalance in the dataset depicted in
Figure 2, we used random minority oversampling (Buda
et al., 2018), which replicated randomly selected sam-
ples from minority classes. To effectively balance the
distribution of the dataset, we resampled the number
of images considering the bone age in intervals of six
months. Additionally, to avoid the possibility of overfit-
ting of random oversampling, we performed data aug-
mentation (Buda et al., 2018), (Chawla et al., 2002).

The preprocessing pipeline and augmentation used
for this task are as follows:

• Re-scale the image so that the maximum side is
equal to the desired compound scale, keeping the
aspect ratio of the initial X-ray.

• Random resize the input in the range of 70% to
100% of the original size.

• One random selected intensity transformation
among random brightness contrast, sharpening or
emboss.

• Random rotation of the image between −180◦ and
180◦.

The different intensity augmentations allowed us to
count for the dose variations on the dataset, and the
broad rotation took care of images that are present in
different orientations. Thus, we mitigate the rotation
and translation invariance issues by using these trans-
formations instead of registering all the images to a pre-
defined orientation.

We optimised the loss function of Equation (4) with
AdamW with an initial learning rate of 0.001 with a

weight decay coefficient of 0.01, we reduce the learn-
ing rate on plateau with a weight decay of 0.1 when the
validation loss has stopped improving for more than ten
epochs. The training process is stopped when the vali-
dation loss stopped improving for 30 epochs.

3.5. BAA based on Ossification ROIs

In order to design a deep-learning version of the TW
methods, we localise the epiphyseal growth-regions,
also called ossification regions. The regions include
four regions between the distal and intermediate pha-
langes (DIP), five spaces between the intermediate and
proximal phalanges (PIP), the five regions between the
proximal phalanges and the metacarpals (MCP) the
carpal bones (Wrist), the radius and ulna.

The design of our object detection algorithm was
based on the work presented by Koitka et al. (2018),
who released the bone annotation of 329 X-ray images
of the RSNA dataset. In their study, they localised the
ossification regions of the hand with a region proposal
network (RPN).

In recent years, new approaches have been proposed
to perform object detection. EfficientDet by Tan et al.
(2019) achieved the state of the art performance in the
Common Objects in Context (COCO) dataset released
by Lin et al. (2014), their strategy uses a one-stage de-
tector with feature fusion, and classification/box sub-
networks that is flexible to modifications. Therefore,
we replaced the RPN proposed by Koitka et al. (2018)
with an EfficientDet to localise the ossification regions.

Another limitation of the work of Koitka et al. (2018)
lies in the number of annotated images which is small
compared with the number of samples in the RSNA
dataset. To overcome this issue, we performed active
learning for object detection to increase the number of
labelled data, as presented in section 3.5.1.

Once we labelled the ROIs of the whole dataset, we
added a regression head in the EfficientDet architecture
to predict the BA of the subjects. The new regression
head follows the methodology presented in subsection

+

Figure 4: Modified version of the EfficientDet by Tan et al. (2019), we add an additional regression box to perform BAA, the box regression and
classification heads allow the detection of the ossification regions.
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3.4.2 for handling the metadata and the design of the
regression head of subsection 3.4.3. The details of the
active learning process and the training of the object de-
tection network are presented in the following subsec-
tion.

Figure 4 presents a scheme of the proposed model.
It contains three prediction heads including box regres-
sion, classification of the regions and BAA head. The
presented model can be trained in an end to end way
using the labels of the three task at the same time.

3.5.1. Active Learning for Detection of TW ROIs
To increase the number of available labels of the

dataset released by Koitka et al. (2018), we adapted a
procedure called localisation-aware active learning for
object detection introduced by Kao et al. (2018), which
is an active learning technique that enables automatic la-
belling of images with the predictions of a deep network
by taking into account the localisation stability when
noise is added to the unlabelled data pool.

A significant component of active learning is the im-
age selection criteria, which allows to either reject or
accept a predicted outcome. Thus, it is crucial to de-
fine a metric to assess the quality of the predictions.
From this perspective, we introduced a metric that as-
sesses the anatomical structure of the predictions be-
sides analysing the prediction uncertainty and the local-
isation stability proposed by Kao et al. (2018).

The uncertainty of a predicted box UB j (B j) is com-
puted considering its predicted confidence P(B j), thus:

UB(B j) = 1 − P(B j), (5)

a value of P(B j) close to one means that the algorithm
is sure about the box prediction, on the contrary, if the
confidence is low, the algorithm is not sure about the
class of the object in the box. In order to compute the
confidence uncertainty, UC(Ii) within n predicted boxes,
the average box uncertainty in the image is computed as:

UC(Ii) =
1
N

N∑

j=1

UB j (B j). (6)

The second metric used for assessing the quality of
the images is the localisation stability, which measures
the robustness of the model by quantifying the change
of the predicted boxes when the input images are cor-
rupted by noise. Figure 5 presents the intuition of the
procedure to calculate this metric.

To calculate the localisation stability, first, we pre-
dict the boxes in the original image, these boxes are
considered as reference and are denoted as B j

0, where
j is the index of the box in the image. Then, object
detection is carried out in the images affected by dif-
ferent noise levels n. After detecting the boxes for each
noise level, we match the reference boxes with the noisy

predictions by considering the highest intersection over
union (IoU) among all the overlapping boxes consider-
ing the labelling consistency. A matching box is de-
noted as Cn(B j

0).

Thus, the localisation stability for each box S B(B j
0) is

computed as the average IoU between the reference box
and the corresponding box in the noisy images:

S B(B j
0) =

∑N
n=1 IoU(B j

0,Cn(B j
0))

N
, (7)

where N is the number of noise levels. Finally, to
estimate the localisation stability per image S I(Ii) a
weighted sum of the stability of all the M boxes is per-
formed, considering as weight the confidence of each
box in the reference image P(B j

0):

S I(Ii) =

∑M
j=1 P(B j

0)S B(B j
0)

∑M
j=1 P(B j

0)
, (8)

we use six noise levels N = 6 with a standard deviation
of {4, 8, 12, 16, 20, 24}.

The last metric to quantify the quality of the predic-
tions evaluates the anatomical structure of the predicted
boxes. Therefore, we consider the number of predicted
boxes per type in each image. Since the boxes delineate
the hand joints, the number of ROIs in each image is
always fixed, except in X-rays with two hands or some
abnormalities.

The ossification regions of the hand (HS (Ii)) consid-
ered in this work follows the labelling by Koitka et al.
(2018), that includes four DIP, five PIP, five MCP, wrist,
radius and ulna. Thus, HS (Ii) is a vector containing the
number of regions of each class. Since the number of

Figure 5: Localisation stability intuition, on the left the original image
and its reference predictions, on the middle and the right the images
corrupted by noise and their predictions. The noise applied can be
better observed zooming the images
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hands in the images is variable (1 - 2), we estimate the
number of hands taking the median of the number of
boxes that localised the wrist, radius and ulna in the
prediction. The number of hands Nh(Ii) is used to scale
the base structure. We define a structural error (eS (Ii))
based on the number of localised boxes as follows:

eS (Ii) =
| f req(BM) − Nh(Ii)HS (Ii)|

Nh(Ii)HS (Ii)
, (9)

where BM are all the boxes in an image, and f req() cal-
culates the absolute frequency of the boxes. Besides
checking the consistency of the number of ROIs, we
compute the distance between predicted ROIs of the
same class (DIP, PIP and MCP) to account for miss-
detections that fulfil the number of predictions.

In order to accept a sample of the unlabelled data
pool, we first check if the anatomical structural error
is zero eS (Ii) = 0. Then if the predicted sample follows
the anatomical structure, we analyse the confidence un-
certainty UC(Ii) together with the localisation stability
S I(Ii). Thus we compute the total uncertainty of UT (Ii)
as:

UT (Ii) = αUC(Ii) + (1 − α)(1 − S I(Ii)) + βeS (Ii), (10)

where α is a constant value between [0,1], that weights
the confidence uncertainty and localisation stability, as
both metrics are equivalent, we set the value of α to 0.5.
Meanwhile, the constant weight of β is set to 10 since
we want to penalise missing any ROI actively.

We sort the images according to their total uncer-
tainty plus the total structural error, and we select the
images with the highest uncertainty to be labelled by the
user, in each iteration, we fed the algorithm with the ten
most uncertain samples. Additionally, since the uncer-
tainty prediction is expensive, we remove from the unla-
belled pool, the “easy samples”, which are those images

Algorithm 1: Active learning object detection
Input: L = {{I1, y1}, . . . , {In, yn}} : Labelled data

U = {I1, I2, . . . , Im} : Unlabelled data
S = {} : Easy samples
f (Ii) : Object detection model

while any(U) do
Train f (x) in L;
Predict f (x) in U;
Calculate total uncertainty UT (Ii) of U (10);
if UT (Ii) < 0.4 then

Move ”easy” samples from U to S;
end
Query user annotations of samples with
maximum UT (Ii) ;

Update L and U;
end

without structural error and with a total uncertainty less
than 0.4, this value was empirically defined with visual
observation of the uncertainty among the samples. An
overview of the active learning strategy adopted in this
work is presented in the Algorithm 1.

The selection of the model to perform active learning
was done using the performance of the different trained
models with the small dataset. The results obtained
in subsection 4.2 demonstrated that the EfficientDet-D1
presented a trade-off between network size and perfor-
mance to perform the active learning process.

3.5.2. Training Overview for Object Detection
To optimise the classification parameters of the Effi-

cientDet, we employed focal loss as presented by Lin
et al. (2017b):

FL(pt) = −α(1 − pt)γ log(pt), (11)

where α = 0.25 is a weighting factor that address the
imbalance of the data, γ = 2 is a focusing parameter of
the loss and pt is defined as:

pt =


p if y = 1
1 − p otherwise,

(12)

with p representing the model confidence output and y
the ground truth class.

For the parameters of the regression bounding box
the Huber loss function is used, it combines the proper-
ties of squared error when the error is close to zero and
the properties of absolute error when the error is large
Hastie et al. (2009). It is defined as:

Lδ(yb, ybt) =


1
2 (ybt − yb)2 if |ybt − yb| ≤ δ,
δ |ybt − yb| − 1

2δ
2 otherwise,

(13)

where ybt represents the ground truth of the bounding
boxes, and yb are the predicted boxes. The parameter
δ = 1 defines the point in which the loss switches the
optimisation from squared-error to absolute error.

The parameters of the BAA regression head were
optimised using a similar loss that the one employed
for the dense prediction network Lreg in section 3.4.4,
but instead of considering the segmentation of the hand
the ground truth bounding boxes were used to highlight
only the ossification regions for the prediction.

The augmentation pipeline and the optimiser used for
training the model were the same presented in section
3.4.4. The network was initialised with the parameters
of EfficientDet for the COCO challenge since such pa-
rameters help to converge faster than using random ini-
tialisation. To successfully train the network, we first
train the model using only the box regression and clas-
sification heads to solve the object detection task. Once
these two heads are trained with the small dataset, we
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start training the model with the whole dataset, includ-
ing the BAA task. All the prediction heads are trained
at the same time since they depend on each other.

3.6. BAA Evaluation

The statistical model selected to assess the most suit-
able algorithm to perform BAA is the MAE that was
used for evaluating the RSNA challenge (Halabi et al.,
2019). The MAE is formulated as follows:

MAE(y, ŷ) =
1
n

n∑

i=1

|yi − ŷi| = 1
n

n∑

i=1

|ei| , (14)

where yi and ŷi are defined in Equation (4) and ei repre-
sents the prediction error.

Aside from the error, other useful statistics to assess
the quality of the model is the R-squared (R2). R2 corre-
sponds to the squared correlation between the observed
outcome values and the predicted values by the model.
The higher the R-squared, the better the model (Kas-
sambara, 2018). Mathematically, R2 is defined as:

R2 ≡ 1 − S S res

S S tot
, (15)

where S S res is the sum of squares of residuals calculated
as follows:

S S res =
∑

i

(yi − ŷi)2. (16)

and S S tot is the total sum of squares which is propor-
tional to the variance of the data:

S S tot =
∑

i

(yi − ȳ)2, (17)

where ȳ is the mean of the predictions.

4. Results

The experiments performed to test the proposed al-
gorithms are structured as follows. The subsections 4.1
and 4.2 presents the results of the preprocessing steps
towards BAA: subsection 4.1 displays hand segmenta-
tion results; subsection 4.2 depicts the experiments con-
ducted for the object detection task and the results of
the localisation-aware active learning framework. Fi-
nally, subsection 4.3 displays a benchmark of the im-
plemented BAA algorithms.

4.1. Hand Segmentation

To assess the quality of the segmentation models, we
manually segmented the 200 images of the RSNA test
set. We train multiple segmentation U-Net networks
with EfficientNet encoder changing the compound scal-
ing factor, to test if the input size of the image improves
the segmentation results.

Table 4: Segmentation results, the metrics are obtained in 200 images
of the test set of the RSNA dataset

Model
Image
size DICE

HD
(pixels)

AVD
(pixels)

Unsupervised 1024 0.9308 165.311 25.22
Efficient-Unet D0 512 0.9636 41.44 6.50
Efficient-Unet D1 640 0.9655 42.81 6.22
Efficient-Unet D2 768 0.9665 36.61 5.97
Efficient-Unet D3 896 0.9667 41.77 6.15
Efficient-Unet D4 1024 0.9680 38.46 5.85

The metrics used to benchmark the different segmen-
tation algorithms were the DICE score, the Hausdorff
distance (HD) and the average distance (AVD) that are
well-defined by Taha and Hanbury (2015). The results
obtained by the segmentation techniques are displayed
in Table 4.

From Table 4, it is possible to see that the different
segmentation models based on Deep Learning achieved
a satisfying dice score of 96%, which enables to cor-
rectly label most of the images in the dataset and predict
new hand X-rays images. The unsupervised algorithm
fails in segmenting images with low contrast and with
the presence of big frames, thus obtaining 93% DICE
score.

Besides the DICE score, the HD and AVD results
enable to see if there exist presence of outliers in the
segmentation, It is possible to see that only in the case
of the unsupervised algorithm exist a considerable dis-
tance, this occurs because in some cases the borders
of the X-ray are segmented as part of the hand thus
producing such high distance. Meanwhile, the deep-
learning-based segmentation models show consistent
results among each other and low values of HD and the
AVD, which means that the outline of the segmentation
is closer to the ground truth.

4.2. Ossification ROIs Detection

The performance of the ossification region detection
was measured by the average precision (AP) of the In-
tersection over Union (IoU). A detected region is con-
sidered as a good match if the predicted area overlaps
with at least 50% with the ground truth as defined in the
COCO challenge metrics (Lin et al., 2014). The global
performance of a model is computed as the mean aver-
age precision (mAP). Figure 6 depicts the results of the
proposed algorithm for ossification regions localisation.

Table 5 presents the results of the proposed method-
ology for object detection and its comparison with
the baseline model of Koitka et al. (2018), which
demonstrates that our selected architectures outperform
the base RPN. EfficientDet-D3 obtains the best result.
However, since the size of the input image of this archi-
tecture is significant, it demands longer training time.
Therefore, due to limited resources and time constraints,
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Table 5: Evaluation of object detection models for ossification region detection. Results are stated as mean and standard deviation of five runs on
the test set of 89 images defined by Koitka et al. (2018)

Model Image
size

AP@0.5IoU mAP@0.5IoU
DIP PIP MCP Radius Ulna Wrist

Koitka et al. (2018) 1024 89.79 ± 5.10 88.29 ± 4.98 94.82 ± 1.45 97.96 ± 1.10 87.78 ± 3.24 98.87 ± 0.01 92.92 ± 1.93

EfficientDet-D0 512 76.14 ± 0.78 77.21 ± 0.21 95.32 ± 0.22 97.75 ± 0.07 92.39 ± 0.79 99.16 ± 1.15 89.66 ± 0.22

EfficientDet-D1 640 91.24 ± 0.35 85.69 ± 1.10 95.05 ± 0.58 96.95 ± 0.01 96.21 ± 0.02 97.84 ± 1.21 93.83 ± 0.4

EfficientDet-D2 768 88.76 ± 1.45 82.42 ± 0.57 94.48 ± 0.15 96.92 ± 0.00 96.68 ± 0.10 97.58 ± 1.35 92.81 ± 0.44

EfficientDet-D3 896 93.97 ± 0.89 88.08 ± 0.59 93.64 ± 0.67 97.43 ± 0.10 97.52 ± 0.67 100.0 ± 0.00 95.11 ± 0.26

EfficientDet-D4 1024 91.20 ± 0.85 87.73 ± 0.07 94.85 ± 0.67 97.20 ± 0.44 96.33 ± 0.05 98.66 ± 1.22 94.33 ± 0.24

we selected the architecture D1 to proceed with the ac-
tive learning framework.

The results of applying the localisation aware, active
learning framework are depicted in Figure 7. Since the
initial performance for detecting the ossification ROIs is
high, it was possible to label all the remaining samples
of the dataset in only eight active learning iterations, ob-
taining a significant mAP increase from 93.83%± 0.4 to
96.18%± 0.59. At the end of this procedure, we in-
creased the number of manually labelled samples for
object detection from 329 to 409, and we obtained au-
tomatically generated labels for the whole dataset.

Figure 6: Example of the algorithm proposed for ossification regions
detection using EfficientDet-D2. The boxes present the class of the
ROI and the confidence of the algorithm.
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Figure 7: Mean average precision of 5 runs in each iteration of the
object aware, active learning framework towards improving the per-
formance of the ossification region localisation.

4.3. BAA Results

A summary of the performance of the implemented
methodologies for BAA is presented in Table 6. It
presents a comparison of the different methodologies
developed for BAA, starting from a simple transfer
learning with EfficientNet-B5, and the CNN families
developed for BAA with dense predictions through a U-
Net and based on the detection of the ossification ROIs.
It is possible to observe that including the ossification
ROIs in the model increases the performance. Table 6
additionally presents different metrics of the obtained
errors such as standard deviation, the R2 coefficient, and
the 5th, 95th, and 99th percentiles of the errors.

In order to have a clear overview of the performance
of the outcome of each model for BAA we obtained a
scatter plot of the ground truth age vs the predicted BA,
such plot allowed us to visually inspect the quality of the
algorithms and also to determine the existence of out-
liers or other problems within the predictions in multiple
subjects. Figure 8 presents the result for the localisation
based model Efficient-Det D3 with preprocessing; the
plot depicts that most of the predictions correctly lay on
the ground-true band. It is also possible to observe that
there exist few samples that can be considered outliers,
which shows the successful operation of our method.

In addition to the age scatter plots, we obtained the
Bland–Altman plots of all the presented strategies. Fig-
ure 9 presents the Bland–Altman plot of the best per-
forming model, it shows that more than 95% of all the
predictions were within one year of the ground truth.
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Table 6: Comparison of absolute errors of proposed CNNs. The statistics are determined with the bone age in months for the 200 test samples in
the RSNA dataset.

Type Model Name Image size MAE STD R2 5th%tile 95th%tile 99th%tile

Transfer Learning EfficientNet-B5 512 4.773 3.867 0.980 0.277 13.14 15.575

EfficientNet +

dense predictions

Efficient-UNet D0 512 5.021 4.03 0.978 0.36 12.85 15.82
Efficient-UNet D1 640 5.174 4.27 0.976 0.49 13.67 17.82
Efficient-UNet D2 768 4.719 3.89 0.980 0.23 11.65 17.09

Localisation BAA

Efficient-Det D0 512 5.169 4.77 0.973 0.30 14.43 21.08
Efficient-Det D1 640 4.928 4.17 0.977 0.43 13.93 17.45
Efficient-Det D2 768 4.733 3.93 0.980 0.31 12.03 15.75
Efficient-Det D3 896 4.559 3.94 0.980 0.21 11.75 17.26

Localisation BAA +

Preprocessing

Efficient-Det D0 512 4.962 3.90 0.978 0.51 12.29 15.20
Efficient-Det D1 640 4.766 3.83 0.980 0.54 11.86 17.58
Efficient-Det D2 768 4.276 3.41 0.984 0.33 10.94 14.29
Efficient-Det D3 896 4.139 3.84 0.983 0.22 12.32 17.09
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Figure 8: Scatter plot of the predicted BAA of the 200 samples of the
RSNA dataset vs the ground-true age. The solid red line represents the
perfect prediction, and the dashed red lines are the bounding values
that separate the perfect prediction with one standard deviation.

It is possible to observe that only five predictions
have a mean absolute error above one year. Thus the
Bland–Altman plots show a strong correlation between
the BA predictions and the ground truth.

Figure 10 presents some detection output with their
predicted BA per ROI. The depicted predictions cor-
respond to the object detection algorithm without pre-
processing, which demonstrates that the detection al-
gorithm works even in the presence of dose variations,
markers, borders and collimation.

4.3.1. BAA evaluation with external datasets
As a final experiment to further validate the results of

the results obtained by the proposed methods, we eval-
uate the trained methodology in the digital hand atlas
(DHA) and the Gasthuisberg (GH) datasets. It is essen-
tial to mention that the training process of our developed
models did not use samples from the external datasets,
and there exist significant variations in their distribution
since they contain samples of different demographic,
health status and racial group out of the scope from
those of the RSNA dataset. Table 7 presents the results
obtained in the two external datasets by our best per-
forming model. We include the mean average error, the
standard deviation and the R2 coefficient, which shows
a good correlation of the prediction on the external data.
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Figure 9: Bland–Altman plot of the 200 samples of the RSNA dataset. Red lines indicate 1.96 standard deviation of the difference
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Table 7: Results obtained in months by the proposed model in external
datasets of Digital Hand Atlas (DHA) and the Gasthuisberg dataset
(GH)

Dataset Model Name MAE STD R2

DHA

Efficient-Det D0 8.818 6.005 0.968
Efficient-Det D1 8.923 5.880 0.968
Efficient-Det D2 8.873 6.095 0.968
Efficient-Det D3 9.109 6.053 0.967

GH

Efficient-Det D0 7.739 6.053 0.959
Efficient-Det D1 7.654 6.322 0.959
Efficient-Det D2 7.480 6.356 0.960
Efficient-Det D3 7.812 6.243 0.958

5. Discussion

5.1. Ablation Study

In this work, we first study the effect observed in
the performance of each component in the proposed
methodology. The experimental results presented in Ta-
ble 6 starts with the base methodology of this study with
the EfficientNet-B5, such architecture was selected con-
sidering the winner of the RSNA challenge that used an
input image of 500 × 500 pixels. The base architecture
produces the MAE score of 4.774 months.

In order to improve the performance of the base
model, preprocessing steps such as background strip-
ping and histogram equalisation of the hand region were
performed. However, the result obtained by training the
model with the standardised images did not improve the
performance of the base methodology. Thus, consider-
ing that the original BAA methodology relay on differ-
ent ROIs, we modified the architecture using the seg-
mentation of the whole hand and then to use the regions
of the TW methods.

Since it was possible to obtain segmentation models,
we introduced a variation of EfficientDet with a U-net
head to guide the predictions on the hand. The appli-
cation of this methodology, improving the MAE score

Table 8: BAA metrics by ossification ROIs for the family of Efficient-
Det’s with preprocessing step

Model Name MAE

DIP PIP MCP Wirst Radius Ulna Total

Efficient-Det D0 5.02 4.98 4.95 5.03 5.12 4.97 4.962
Efficient-Det D1 4.67 0.85 4.79 4.95 4.83 5.05 4.766
Efficient-Det D2 4.33 4.29 4.31 4.50 4.51 4.35 4.276
Efficient-Det D3 4.29 4.33 4.40 4.38 4.47 4.43 4.139

only in 0.053 months. Therefore, we introduced an ac-
tive learning framework to label the ossification ROIs
based on preexisting annotations of 341 images.

The ossification ROIs extraction produced an im-
provement of 0.214 months in MAE compared to the
base model. Furthermore, we introduced a preprocess-
ing step in the prediction stage to improve further the
performance of the model for BAA achieving the fi-
nal MAE of 4.139 in months; such result is compara-
ble with the best-published model on the RSNA data by
Escobar et al. (2019), which reached an MAE of 4.14
months using only the data of one RSNA dataset. Be-
sides, they demonstrated that such performance could
be further improved using additional data, in their re-
search, they reached an MAE of 3.85 months, adding
6,288 images.

5.2. BAA by ossification ROIs

This experiment evaluates the performance of the
best performing model considering the different types
of ROIs. Table 8 shows the MAE by ROI type in the
200 images of the RSNA test set.

From Table 8, we can observe that in general, av-
eraging the output of the ROIs by patient enhance the
prediction performance, since it collects all the anatom-
ical information of the subject. It is possible to observe
that the prediction obtained by the phalanges (DIP, MCP
and PIP) keeps a higher correlation with the total output
compared with the radius, ulna and wrist regions.

The obtained results by ROI are consistent with the

(a) gt:169.67 pred: 167.11 (b) gt:117.17 pred: 110.68 (c) gt:73.26 pred: 77.90 (d) gt: 24.52 pred: 23.36

Figure 10: Some prediction examples of the proposed algorithm for BAA, each bounding box depicts the category, confidence and the assessed BA
per ROI.The final BA is computed as the average of all the detected ROIs
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study performed by Iglovikov et al. (2018). In which
they trained different models for the carpal bones(wrist),
the metacarpals (MCP) and the whole hand, finding that
merging the outcome of the different regions improves
the performance of BAA. Our strategy considers all the
anatomical regions stated in the TW and G&P methods,
which is a step closer in performing BAA more intu-
itively and in a more explainable way using CNNs.

Our approach could potentially help in highlighting
abnormalities in the final BAA if any of the detected
ROIs is significantly different from the rest of the pre-
dictions.

5.3. BAA in external datasets
The results obtained for BAA in external datasets in

the subsection 4.3.1 shows that the proposed model can
predict the BA in new samples, although there is still a
discrepancy with the result on the test set of the RSNA.

In the case of the DHA dataset, the BA labels of the
whole dataset present quantisation in intervals of one
year. Thus, introducing a gap between the real BA and
the available labels. Besides this fact, the DHA is di-
vided into racial groups. It is possible that the DHA
contains a variety of samples that are out of the scope of
the RSNA dataset. Comparing our method with other
work that was evaluated with this dataset, Spampinato
et al. (2017) reported an MAE score of 9.48 months with
training on the same dataset, which is coherent with our
best-reported model of 8.81 months shown in Table 7.

Meanwhile, in the case of the GH dataset, we demon-
strated that the proposed framework could work with
images of patients with growth disorders. It is crucial to
notice that the quality of the images of the GH datasets
differs notably from the RSNA dataset since most of the
images include collimation, and the resolution of the
images differs from the images of the RSNA.

The obtained results are consistent with the state of
the art by Escobar et al. (2019), which show their per-
formance comparing results of the RSNA and the RHPE
datasets. Their best-obtained MAE within the RSNA is
4.14 months and in an external dataset is 7.60 months.
This discrepancy could be caused by the different way
of labelling of the external data, which has not taken into
account the inter-rater variability and bias introduced by
the individual radiologist, described in section 1.

Overall, the obtained results with external datasets
show that there is a domain adaptation problem between
the new data and the trained data. It will be necessary
for future research to train the model with images of the
specific manufacturer and demographic samples in or-
der to have a more consistent prediction.

6. Conclusions

In the present work, we developed multiple method-
ologies to perform BAA based on CNNs.We demon-

strated that hand segmentation and ossification ROIs de-
tection are valid ways to exploit local information of
the X-rays and to improve the performance of the deep-
learning methodologies.

Towards improving the generalisation of BAA, we
performed active learning-based labelling of the ossi-
fication ROIs of the hands, which enabled the devel-
opment of new object detection based architecture that
emulates the TW and the G&P methods for BAA. The
obtained results demonstrated that the use of anatomical
information improves the quality of BAA.

Further investigations are required to create a multi-
stage pipeline that extracts high-resolution ROIs that
could improve the overall generalisation of the model,
and to include additional metadata of the patients such
as the chronological age and the race that could lever-
age the performance of BAA. It is crucial to consider
the domain adaptation necessity for applying the model
with a specific demographic group and manufacturer
machines.
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Appendix A. Unsupervised hand segmentation

The proposed unsupervised hand segmentation
pipeline adopts some steps of algorithm by Hsieh et al.
(2012), which uses K-means to differentiate the bone
and hand tissue from the background. It considers the
non-uniform background produced by the X-ray irradi-
ation process, which varies the appearance of the X-ray
images. Furthermore, most of the samples in the RSNA
dataset contains collimation borders and dose variation.
Thus, our algorithm is developed to alleviate the effect
of such variations, and overcoming the different contrast
presented in the dataset. The segmentation is performed
in 6 steps as follows:

(a) Resize the image so that maximum side is equal to
1024 pixels, keeping the aspect ratio of the initial
image. We then apply bilateral filter , to remove the
noise while preserving the borders (Elad, 2002).

(b) Extract the edges of the image by means of mor-
phological edge detection operation and obtain the
region of interest of the hand by selecting a bound-
ing box of the part of the image with the biggest
contour in the edges image.

(c) Apply histogram equalisation to the cropped im-
age and K-means with K=3 to separate the differ-
ent structures in the image.

(d) Select the segmentation region corresponding to
the bones and remove all the external frame lines
through top-hat operations with linear kernels with
different orientations (Walter and Klein, 2001).

(e) Generate a marker containing the sure foreground
and the sure background by means of distance
transform (Breu et al., 1995).

(f) Apply watershed to segment the hand and restore
the mask to the original image size.

(a) (b) (c)

(d) (e) (f)

Figure A.11: Unsupervised segmentation pipeline for the hand in X-
ray images.
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Abstract

Medical Image synthesis is nowadays a crucial topic for reducing the costs and the acquisition timing of the images.
By reducing these two important factors, much more patients can be tested in less time and get diagnosis faster. Among
all the imaging techniques, MRI is one of the most used, therefore, the purpose of this research is to implement, test
and analyze the different state of the art techniques usually used for brain image synthesis on two public datasets
(WMH and BraTS), trying so to discuss each of them according to two different problems: synthesizing FLAIR
sequences starting from T1-Weighted sequences, and the opposite. In this work three main families of architectures
are tested, Deep Convolutional Neural Networks (DCNN) such as Unet and ResUnet, Generative Adversarial
Networks (GANs) and Cycle Generative Adversarial Networks (CycleGANs). Experimental results performed on
both the datasets, showned that the task of synthesizing FLAIR sequences from T1-Weighted sequences was easier
than the opposite, and furthermore, it was found that a complex architecture such as CycleGAN was performing worse
that more simple architectures both when synthesizing FLAIR and when synthesizing T1-Weighted.

Keywords: Image Synthesis, Brain MRI, Deep Learning, GANs, Domain adaptation

1. Introduction

Medical Imaging is the process of representing
the exterior or the interior of a body through visual
representation (images) which will be used for clin-
ical analysis and medical intervention. There exist
different techniques of acquisition using different
physical basis, such as Ultrasounds, Positron Emission
Tomography, Radiography, Computed Tomography,
Magnetic Resonance Imaging etc. each one with a
different objective and used for different purposes
(i.e. screening or treatment). Among these, Magnetic
Resonance Imaging (MRI) is a technique generating
detailed images of the organs and tissues in the body
with the usage of a magnetic field. The configuration
of the machine allows the acquisition of multiple
sequences each one highlighting different properties of
the analyzed tissues. The most common sequences are
T1-Weighted, PD, T2-Weighted, FLAIR and DWI. The
acquisition of these different sequences of the same
organ is highly expensive in terms of resource and time.
Thus, during the last years research is being driven

towards the automatic generation of multiple sequences
from another one.

Image synthesis is indeed the process of creating new
images from some form of image description which
can be either noise or another image. In the medi-
cal domain this leads to creation of new data useful to
fulfil some important tasks such as domain adaptation
(Perone et al., 2019) or improving lesion segmentation
(Salem et al., 2019) , as well as data augmentation (Shin
et al., 2018) and modalities generation (Lee et al., 2019).

As it will be better described in Section II, since im-
age synthesis is a really broad topic, a lot of different
strategies are being developed during the years. These
strategies can be divided in two main areas which are:
traditional methods (Freeman et al., 2000) and Deep
Learning techniques (Vemulapalli et al., 2015), with the
exploit of Adversarial Learning techniques, these last
(GANs) being a really hot topic nowadays because of
the impressive performance they shown in multiple ap-
plications (Wang et al., 2020).
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Through the usage of advanced Deep Learning tech-
niques, this master thesis project is focused on ana-
lyzing and developing strategies for synthesizing Brain
MRI images. More specifically, we will focus on doing
a qualitative and quantitative evaluation of different and
recent state of the art techniques to perform image syn-
thesis, studying the behavior and proposing improve-
ments on the analyzed approaches including standard
convolutional neural networks approaches such as Unet
and ResUnet in 3D and more advanced Adversarial ap-
proaches both in 2D and 3D .
The main tasks we will cover are two: the synthesis
of FLAIR images having as input T1-Weighted images,
and the opposite problem, the synthesis of T1-Weighted
images having as input FLAIR. One of the main diffi-
culties of these tasks is that when a lesion is present in
the brain, while it appears clear in the FLAIR modality,
in T1-Weighted it can be confused with the gray matter
because of its intensities value, although usually lesions
in brain appears close (around) the ventricles and the
gray matter is the outside part of the brain. Figure 1
shows a clear example of this problem which can con-
fuse neural networks and produce inconsistent results.
The green circle on the left represents how the lesion
appears in FLAIR images, while on the right how it
appears (and can be confused with gray matter) in T1-
Weighted images. The rest of this paper is organized
as follow: Section II gives an overview of the most ad-
vanced techniques for Image Synthesis which were used
as an input to the work, Section III describes the ma-
terial used and Section IV introduces and discuss the
background and the implementation of each approach.
Section V presents a commented analysis of the experi-
ments conducted for each of the developed architectures
while Section VI discuss the experimental results ob-
tained. In the end, Section VII offers a conclusion to
the project mentioning some interesting approaches for
future work.

2. State of the art

In this section we discuss all the most advanced
strategies for image synthesis in general and proceed
then analyzing more in depth state of the art techniques
related to brain MRI image synthesis and cross-domain
adaptation.

2.1. Image synthesis
As mentioned, image synthesis is the process of cre-

ating new images starting from some sort of descriptor.
It is a really broad topic and a lot of different strategies
have been developed over the last years to solve differ-
ent problems, from generating new lesions for improv-
ing segmentation (Salem et al. (2019)) to pure image
synthesis (Liu et al. (2018)). We can group these strate-
gies in two main categories which respectively are: Tra-
ditional Methods, and Deep Learning techniques, which

usually use Adversarial Learning techniques such as
GANs.(Yi et al., 2019)

2.1.1. Traditional Methods
Traditional methods are usually atlas/multi atlas-

based methods which are able to estimate the inten-
sity distribution with a good approximation and rela-
tively fast as shown by (Miller et al., 1993), and later
on (Lauritzen et al., 2019). Atlas image synthesis usu-
ally consist in registering the image with a set of co-
registered image pairs along with gold-standard seg-
mentation masks.
Other methods include regression methods (Jog et al.,
2013) where the synthesis is produced by a regression
forest algorithm trained with paired data of both input
and target modality.

2.1.2. Deep Learning Techniques
Since the introduction of Generative Adversarial

Models by (Goodfellow et al., 2014), image synthesis
shifted towards the adversarial paradigm (Xiang et al.,
2018), (Nie et al., 2018), (Hiasa et al., 2018) as an exam-
ple. This because of the privacy issues related to med-
ical protocol and due to imbalanced dataset (because
of the lack of positive cases for each pathology). Al-
though not medical imaging related, Snell et al. (2017)
replaced the pixelwise losses (Mean Absolute Error -
Mean Squared Error) with perceptual losses such as
structural similarity index (SSIM - multi scale SSIM)
proving to achieve better results when reconstructing
the images. In Yi et al. (2019) an exaustive review on
the usage of GANs in medical imaging is presented. In
particular, it was shown that to tackle the cross modal-
ity problem, researchers tend to develop architectures
based on the well know pix2pix framework for co-
registered data, and on the CycleGAN framework for
unregistered data.

Hiasa et al. (2018) used the Gradient Correlation sim-
ilarity metric as a Gradient-consistency loss between
real and generated images to improve the accuracy at
the boundaries, while on the other hand Zhang et al.
(2018), tackled the volumetric shape problem by adding
a shape-consistency loss in order to constrain the geo-
metric invariance of the generated data, using two net-
works to segment each modality and provide the neces-
sary semantic labels for each modality.

GAN can be used for generating T2-Weighted scans
from T1-Weighted scans as proved from Dar et al.
(2019), through the usage of cGAN and pGAN, while
Yang et al. (2018) uses cGAN for generating FLAIR
scans from T1-Weighted images. These works are based
on the original work of Zhu (2017) and both provide
2D implementation like most of the cited papers. Yu
et al. (2018) provides a method for a 3D conditional
GAN which aims not only to eliminate discontinuities
in the sagittal and coronal direction due to the synthe-
sization sliceway, but also try to improve the generation
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Figure 1: Example of FLAIR modality (on the left) and T1-Weighted modality (on the right). As is possible to see, in FLAIR, the lesions present
around the ventricles (green circle) are really bright compared to the rest of the image, while in T1-Weighted image, these brightness is not found.
Instead, the lesions appears to have a similar intensity value to the gray matter (green circle)

of synthetic FLAIR images from T1- Weighted images
by introducing a global non linear mapping and a local
linear mapping from T1-Weighted images to FLAIR.
The global mapping determines the similarities from the
synthetic image and FLAIR, while the local mapping
improves the local details from T1-Weighted images.

3. Materials

The experiments done in this master thesis were con-
ducted on the White Matter Hyperintensities Segmen-
tation Challenge dataset (WMH) and on the Brain Tis-
sue Segmentation Challenge dataset (BraTS) both orga-
nized by MICCAI.

3.1. WMH dataset
WMH dataset (MICCAI (2017)) is composed of 60

cases, coming from three different MRI scanners, prop-
erty of the Vrije Universiteit of Amsterdam.
The first scanner is a 3T Philips Ingenuity, providing 3D
T1-Weighted images with Repetition Time(TR)/ Echo
Time (TE) of 9.9ms /4.6ms and 3D FLAIR images with
Repetition Time(TR)/ Echo Time (TE) / Inversion Time
(TI) of 4800ms /279ms /1650 ms.
The second scanner is a 3T GE Signa HDxt, provid-
ing 3D T1-Weighted images with Repetition Time(TR)/
Echo Time (TE) of 7.8ms /3.0ms and 3D FLAIR images
with Repetition Time(TR)/ Echo Time (TE) / Inversion
Time (TI) of 8000ms /126ms /2340 ms.
The third scanner is a 1.5T GE Signa HDxt, provid-
ing 3D T1-Weighted images with Repetition Time(TR)/
Echo Time (TE) of 12.3ms /5.2ms and 3D FLAIR im-
ages with Repetition Time(TR)/ Echo Time (TE) / In-
version Time (TI) of 6500ms /117ms /1987 ms.

As mentioned, each case presents MRI scan in 3D T1-
Weighted and 3D Fluid Attenuated Inversion Recovery
(FLAIR) modalities (see Figure 2). In addition, for each
patient is given the brain mask as well as the manual an-
notation of the lesions.

3.2. BraTS dataset

BraTS dataset (MICCAI (2018)) is composed of
285 cases, coming from various scanner from 19
institutions. Each case presents mostly 3T MRI scan
in T1-Weighted, T1-Gadolinium (T1Gd), T2-Weighted
and FLAIR modalities. To keep the experiments
similar between the two datasets, only T1-Weighted
and FLAIR modalities were used and Figure 2 as well,
shows an example of the dataset.
All the images were pre-processed and pre-registered
with a common resolution of 1mm3.

4. Analyzed Methods

During the project, several architectures were devel-
oped and designed in order to have a qualitative and
quantitative analysis of the different techniques for im-
age synthesis. Most of the networks presented here are
3D architectures in which the input usually is a cubic
patch of size 32× 32× 32 representing a part of the MR
volume, while the last 2 are a 2D version in which the
input is a square of the size of the whole image. Here we
briefly present the various architectures used and give
details about the evolution of the project step by step.
There are six different architectures (organized in vari-
ous setups) that are summarized in Table 1.
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Figure 2: Left: WMH dataset, Axial View of MRI scan of one patient. first image: T1-Weighted Image, second image: FLAIR Image. Right:
BraTS dataset, Axial View of MRI scan of one patient. third image: T1-Weighted Image, forth image: FLAIR Image.

Table 1: Summary of the analyzed architectures.
Name Typology Dataset Experiment

Unet 3D
WMH
BraTS

T1-FLAIR
FLAIR - T1

ResUnet 3D
WMH
BraTS

T1-FLAIR
FLAIR-T1

GAN 3D
WMH
BraTS

T1-FLAIR
FLAIR-T1

GAN 2D WMH T1-FLAIR

CycleGAN 3D WMH
T1-FLAIR
FLAIR-T1

CycleGAN 2D WMH
T1-FLAIR
FLAIR-T1

4.1. Unet shaped architectures

4.1.1. 3D Unet

The first approach which was followed was inspired
by the Unet encoder-decoder architecture, proposed by
Ronneberger et al. (2015) in the context of biomedical
image segmentation (microscopy imaging). The Unet
is a Convolutional Neural Network with an Encoder -
Decoder shape with the addition of skipping connection
between layers. As shown in Figure 3, the Encoder part
of the network is composed by 3 Convolutional Layers,
each followed by a rectified linear unit (Relu) activation
layer and a 2 × 2 × 2 Max Pooling layer with stride 2
for downsampling. In addition, there is a forth Convo-
lutional Layer followed only by a Relu activation layer
which drives the input image into the latent space.

The Decoder part is composed by 3 upsampling lay-
ers (transpose convolution for upsampling + convolu-
tion as pooling) followed by skipping connection layers
between the input and the output. For this network each
of the filters used is a cube of size 3 × 3 while the num-
ber of filters in each layer varies from 32 to 256 in the
encoder part and vice-versa in the decoder part.

Figure 3: Unet Architecture: as mentioned we can appreciate the U-
shape composed by an encoder receiving the image in input and ex-
tracting features through convolutions and pooling to the latent space
and the decoder which reconstruct the image.

4.1.2. 3D ResUNet
Another architecture which was implemented and

tested alone in the same set of experiments was an
evolution of the 3D Unet, the 3D ResUnet. The main
difference is that, to address the vanishing gradient
problem, 3D ResUnet uses Residual Blocks in the
encoder parts of the Unet in order to exploit the residual
connections at each block. This allows a better flow of
the gradient through the network layers.

The flow of the architecture is similar to the Unet pre-
sented earlier with the addition of Residual Blocks.
A Residual Block is composed by n repetitive layers,
each of which presents a 3D Convolutional Layer and a
Normalization Layer followed by a Leaky rectified lin-
ear unit (Leaky ReLU). The input of the first Convolu-
tional Layer in the block is concatenated to the output
of the activation layer.
This architecture has 5 downsampling layers in the En-
coder part followed by the same number in the Decoder
part as shown in Figure 4. For this network each of the
filters used is a cube of size 3 × 3 × 3 while the number
of filters (k) varies from 16 to 128 in the Encoder part
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Figure 4: ResUnet Architecture: The shape is similar to the already
presented Unet, with the difference of the presence of the residual con-
nection (green arrows). These residual connection help the gradient
to backpropagate smoothly so that to make the learning easier for the
network.

and vice - versa for the decoder part.

4.1.3. Loss Function and Setup
The two networks presented earlier were trained and

evaluated in the same modular architecture. The loss
function used for training the networks is the L1 Loss,
a criterion which measures the Mean Absolute Error
(MAE) between each element in the generated set ŷ and
target y. As shown from Zhao et al. (2015), L1 Loss
is usually one of the most used loss functions when it
comes to synthesis because it produces less blurried re-
sults when compared with L2 (MSE) Loss. It is defined
by the following equation:

L1Loss = Ey,ŷ‖y − ŷ‖1

4.2. 3D Generative Adversarial Networks

In 2014 ,Goodfellow et al. (2014) proposed a new
type of Neural Network, Generative Adversarial Net-
works. GANs are composed by two different networks
collaborating in an adversarial training. The first
network is usually called Generator while the second
network is usually called Discriminator. In the first
version of GAN, the Generator is so called because
it takes as input a noisy distribution and through the
training phase produces an output similar to the target.
During the recent years, GANs have been widely used

for multiple problems, from Image generation, to Style
Transfer, to Domain adaptation. In medical Imaging
GANs are used mostly for Segmentation (SeGAN) or
for Image translation (MedGAN, cGAN). Since this
project is about image translation, we will refer here
the Generator as Translator.

As mentioned, GANs can be useful in generating im-
ages from random noise distribution, but they can also
be used when as input there is an image (see Figure 5).
In this setup the generator takes as input the image in
the input domain and tries to generate an image in the

Figure 5: GAN Architecture: T has the shape of an Encoder-Decoder
CNN and is one of the two networks presented earlier, while D has
the shape of a CNN. The objective of T is to generate images belong-
ing to the target domain, receiving as input images belonging to the
input domain. The objective of D is to correctly classify the generated
images as ”fake” and the real images as ”real”.

target domain, as in a standard GAN. A variation of this
architecture can appear when the generator takes as in-
put the pair input target, and the output of the network
becomes directly conditioned not only form the target,
but also from the input. In this case the architecture
is the well-known so called Pix2pix, proposed by Zhu
(2017).

Figure 6 shows in detail the architecture. The gener-
ator takes as input the pair input-target, and according
to that, learns a mapping function to translate the input
into the target domain. The discriminator instead, tries
to understand whether the image it receives as input is
the real target or is the generated translation.

4.2.1. Translator and Discriminator
With these preliminaries the Translator is one of the

two previously presented networks (Unet/ ResUnet),
and it tries to map a source domain image x ∼ psource

into its ground truth y ∼ ptarget.
The Discriminator has the role of a binary classifier,
classifying so, if the output of the Translator is an im-
age belonging directly to the target domain (real) or if
it comes from another domain and it has been adapted
(fake). The training procedure is said to be an adver-
sarial fashion since during each training step, first the
discriminator classifies between fake and real samples
and then the translator tries to produce a better output.

As shown in Figure 7, the Discriminator D has the
shape of a binary classifier, with 3 Convolutional Layers
followed each by a rectified linear unit (ReLU) Layer
and a Max Pooling Layer. After the Convolutional Lay-
ers a series of Fully connected Layers follows each ac-
tivated by a RelU function.
For the Convolutional Layers the kernel sizes vary from
7 × 7 × 7 in the first layer to 5 × 5 × 5 in the second
layer to 3×3×3 in the third, while the number of filters
goes from 64 to 256. The fully connected layers have a
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Figure 6: Pix2pix architecture (inspired by the paper Yi et al. (2019))
The difference with a normal GAN is that exists a condition on the
input with the target. The generator receives the pair (input - target)
as input rather than the only input.

Figure 7: Discriminator architecture: 3 downconvolutional layers + a
series of fully connected layers to binary classify the generated image
as real or fake.

number of neurons varying from 256 to 1024 in the first
three layers, and vice-versa in the last three.

4.2.2. Loss Function
Being GANs an architecture composed of two differ-

ent networks, the Loss Function definition as well as
the training setup represents the core of this architec-
ture. The total loss function is composed of two parts:
and adversarial part and a feature matching part.

As said, the Discriminator aims to correctly classify
the real and the synthetic patches while the Translator
aims to fool the Discriminator. Both the networks work
in an adversarial fashion following thus, a min - max
optimization task on the Adversarial Loss Function:

LGAN = Ey∼pdata(y) [logD(y)] +Ex∼pdata(x) [log(1−D(T (x))]

where the Discriminator D tries to maximize it and the
Translator T tries to minimize it.
Since in image to image translation tasks might happen
that the translated samples do not produce consistent re-
sults but still the Translator fools the Discriminator, a
Feature Loss is introduced. This Feature Loss is usu-
ally the well known L1 loss (Mean Absolute Error) and
it minimizes the differences between the ground truth y
and the translated samples T (x) multiplied by a factor λ.

Figure 8: CycleGan scheme: this architecture is formed by 2 Transla-
tors (T1 and T2) and 2 Discriminators (Dx and Dy).

The Total GAN loss is therefore composed by a sum
of the previous parts as follow:

min
T

max
D

LGAN + λL1

with λ = 30 since it provided a good trade-off in our
experimental results. Values of λ smaller than 30 pro-
duced less meaningful results, while higher values did
not improve with respect to this empiric value.

4.2.3. Label Smoothing
Some of the problems that the training of Genera-

tive Adversarial Networks can produce, is overfitting
and overconfidence. This can occur especially in the
Discriminator, during the classification task between
the real samples and the generated ones. To overcome
this problem, a regularization factor (Wong) during the
training of both the Translator and the Discriminator
is added to the labels. The Discriminator is originally
trained to identify as 1 the patches (or images) coming
from real target distribution, while as 0 the patches (or
images) coming from the fake (generated) distribution.
This is done by replacing the the one-hot encoded label
vector 1 as a random distribution vector with values be-
tween 0.7 and 1.0 and by replacing the one-hot encoded
vector 0 as a random distribution vector with values be-
tween 0.0 and 0.3. This smoothing on the labels has the
effect of making the Discriminator (in classifying) and
the Translator (in generating) less confident when pro-
ducing its output, reducing so, the possibility of overfit-
ting.

4.3. CycleGAN

Zhu (2017) et al. introduced a new method for paired
and unpaired image to image translation called Cycle-
GAN. Figure 8 gives a clear view of this CycleGAN
architecture. In this configuration there are 2 Transla-
tors and 2 Discriminators. The role of the translator
is to map the input distribution into the output, while
the discriminators have to binary classify the real and
the generated samples. Since there are 4 networks, the
Translator 1 T1 will take in input the modality x trying
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to generate the modality y, while Translator 2 T2 does
the opposite, generating x from y. Discriminator 1 Dy

binary classifies y and T1(x), while Discriminator 2 Dx

binary classifies x and T2(y).

4.3.1. CycleConsistency Loss and Identity Loss
In addition to this, a cycle consistency criterion (Cy-

cle Consistency Loss) is added. Cycle consistency is
based on the fact that one of the two Translators might
learn to map the input image into a fixed output distri-
bution, fooling the Discriminator but not producing a
representative result. This happens when a Translator
(or both) produces a result which is in the target dis-
tribution but is not the actual translation of that precise
input. To avoid this, Translators are trained to be con-
sistent with each other by imposing T2(T1(x)) ≈ x and
T1(T2(y)) ≈ y.
Furthermore, the goal is also to teach T1 and T2 to map
the input into the output only when they are different,
and to do nothing when in input is the output (Identity
Loss). This is done by feeding the images already in
modality x to the Translator 2 (T2) which translates from
y to x, because the CycleGAN should understand that
the input is already in the correct domain. Therefore,
unnecessary changes are penalized. Figure 9 shows the
diagram of both the cycle consistency criteria and the
identity loss.
Both the Identity Loss and Cycle Consistency Loss are
L1 Losses.

Lcyc = Ex,∼p(x)‖T2(T1(x)) − x‖1
Lid = Ey,∼p(y)‖T1(y) − y‖1

For this configuration, the Total loss is defined as a
weighted sum of the aversarial part plus the cyclic con-
sistency part and the identity part as follow:

L (T1,T2,D1,D2) = LGAN + λLcyc + λLid

where λ > 0.

4.4. Implementation Details

All the codes done in this master thesis work were de-
veloped in Python through the Pycharm IDE using Py-
torch and the niclib library while all the newtorks were
trained with an nVidia Titan V GPU available in the Vi-
corob Lab.

5. Results and Discussion

5.1. Evaluation Metrics

For each experiment the results were evaluated
both visually and using different quantitative measures
(MSE, SSIM, PSNR), which are usually used when
evaluating Image synthesis.

• MSE : Mean Squared Error, defined as

MS E = Ey,ŷ‖(y − ŷ)2‖2
where a lower value means better result.

• PSNR: Peak Signal to Noise Ratio, defined as

PS NR = 10 · log10


MAX2

I

MS E



where MAXI is the maximum pixel value in the
image and a higher value means better result.

• SSIM: Structural Similarity Index, a perceptual
difference between two similar images, defined as

S S IM =
(2µxµy + c1) · (2σxy + c2)

(µ2
x + µ2

y + c1) · (σ2
x + σ2

y + c2)

where µ represents the average, σ2 represents the
variance, σ represents the covariance and c1andc2
are variables to stabilize division with weak de-
nominators. For SSIM a result of 1.0 means that
the two images are identical.

While conducting experiments, these metrics are cal-
culated imagewise, while the average as well as the stan-
dard deviation and max/min values are calculated per
fold.
To have a correct evaluation of the methods we use a
four fold cross-validation strategy on the two datasets
presented in Section 3.

The experiments can be summarized in two sub-
section, one grouping the results obtained synthesiz-
ing FLAIR from T1-Weighted images, and the other
grouping the results for the other way around: syn-
thesize T1-Weighted images from FLAIR. In each of
these subsection the results of the different approaches
and dataset are analyzed and commented.

5.2. T1-Weighted to Flair

The very first experiment has the goal of synthesizing
FLAIR images starting from T1-Weighted Images. For
White Matter Hyperintensities dataset are conducted
two different experiments, one giving to the networks
only one input (the T1-Weighted image) and the other
(for the architectures which allow) two inputs, which
are the T1-Weighted images plus the binary mask of the
lesions. For BraTS dataset, only the T1-Weighted im-
age is given as input to the networks.

5.2.1. Unet 3D and ResUnet 3D
Table 2 show the different setup of configuration for

this first experiment.The optimizer used in both the con-
figuration is Adam (lr = 1e-4). We can see that most of
the data is similar (i.e. Patience, number of samples,
number of Epochs..), although results are different.
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Figure 9: Left: Cycle Consistency Loss 1 and 2: The image in the input domain (X) is translated to the target domain (ŷ) by the first Translator
(T1) and then re adapted into the original domain (x̂) by the second Translator (T2). MSE is calculated between X and X̂. The same process but
with the opposite domain is done for the cycle consistency loss 2 (bottom left).Right: Identity Loss: The translators (T1 and T2) are trained to not
apply any transformation to the input image when this is already in the target domain.

Table 2: Experiments setup for 3D Unet and 3D ResUnet.
Experiment #Params #Epochs #Samples Patience Training Time
3D Unet
1 Input WMH 9.14 M 20 2000 5 15 m

3D Unet
2 Input WMH 9.14 M 20 2000 5 15 m

3D Unet
1 Input BraTS 9.14 M 20 2000 5 25 m

3D ResUnet
1 Input WMH 3.21 M 20 2000 5 20 m

3D ResUnet
2 Input WMH 3.21 M 20 2000 5 20 m

3D ResUnet
1 Input BraTS 3.21 M 20 2000 5 35 m

Figure 10: SSIM BoxPlot foldwise calculated on the presented con-
figurations.

Figure 10 represent the distribution Foldwise of
the calculated SSIM for each of these configurations
through boxplot, while Table 3 instead, proposes a more
complete comparison of the same configurations by re-
porting also the qualitative measures MSE and PSNR
for both the 3D Unet and 3D ResUnet.

From Table 3 we can see that the best results us-
ing this 3D Unet architecture to synthesize FLAIR im-
ages from T1-Weighted images are achieved when the

Table 3: Comparison between the three configurations of the two ar-
chitectures: MSE, SSIM, PSNR

Case Avg MSE std MSE Avg SSIM std SSIM Avg PSNR
3D Unet
1 Input WMH 0.0019 0.0003 0.8877 0.0323 56.4474

3D Unet
2 Input WMH 0.0017 0.0002 0.9720 0.0034 56.2893

3D Unet
1 Input BraTS 0.0030 0.0023 0.7699 0.1658 52.4327

3D ResUnet
1 Input WMH 0.0014 0.0002 0.9611 0.0185 57.3096

3D ResUnet
2 Input WMH 0.0017 0.0002 0.9726 0.0034 55.7748

3D ResUnet
1 Input BraTS 0.0027 0.0022 0.7493 0.0722 59.3646

dataset is the WMH and the network is fed with two in-
puts. Being BraTS dataset with images coming from
more scanners, the network seems to not generalize
enough well, and in fact, there is a high standard devi-
ation in the SSIM with respect to the experiments done
using the WMH dataset.

When comparing the results between Unet 3D and
ResUnet 3D from Table 3 we can notice three main ob-
jects: when using 2 inputs for WMH dataset, the two
architectures are comparable; when passing one input
with WMH, the ResUnet can perform better than Unet,
but for BraTS dataset, the results are equally bad; about
this last configuration we can appreciate the same dif-
ficulty that the networks present foldwise to generalize
between the different scanners, even though we see a
higher variance when using ResUnet (Figure 10).

Figure 11 shows a comparison between 3D FLAIR
(on the left), 3D ResUnet (in the middle) and 3D Unet
(on the right). From these three images we can appreci-
ate both good things, comparison between the two re-
sults and drawbacks of these architectures. The yel-
low circle represents the lesion around the ventricles
which was correctly synthesized by both the networks,
but the red circle shows a failure of both the architec-
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Table 4: Different Configurations for GAN.
Experiment #Parameters #Epochs #Samples Patience Training Time
GAN 1 13.86 M 20 1536 5 45 m
GAN 1 Soft L 13.86 M 20 1536 5 45 m
GAN 1 Soft L BraTS 13.86 M 20 1536 5 65 m
ResGAN 1 7.86 M 20 1536 5 55 m
ResGAN 1 Soft L 7.86 M 20 1536 5 55 m
ResGAN 1 Soft L BraTS 7.86 M 20 1536 5 75 m
GAN 2 10.25 M 20 1536 5 61 m
GAN 2 Soft L 10.25 M 20 1536 5 61 m
ResGAN 2 11.85 M 20 1536 5 59 m
ResGAN 2 Soft L 11.85 M 20 1536 5 59 m
2D GAN 1.85 M 200 1500 20 13 m

tures which confused a piece of gray matter as a lesion.
The green circle in the end, shows one of the differences
between both the architectures: although the metrics are
similar for both of them, and definitely both the syn-
thetic images look synthetic, the one generated by the
3D ResUnet architecture looks more similar to the orig-
inal FLAIR by being a bit more smooth on the intensi-
ties changes with respect to the image generated by 3D
Unet.

5.2.2. GAN
The natural further step in developing this family of

experiments is to implement both the previous networks
in an Adversarial contest and see whether there are im-
provements or not. As mentioned in Section 3 were im-
plemented two versions of GAN, one 3D and another
one 2D. Furthermore, two more 3D architectures were
developed in order to have a more extensive compari-
son between 3D Unet and 3D Resunet, and in the ex-
periments the effect of label smoothing introduced from
Salimans et al. (2016) was analyzed as well. Due to
the fact that for WMH dataset the results of the net-
works alone are better when passing two inputs to the
networks, the configurations of one input were avoided
for this comparison. For all the 3D configurations the
Optimizers used are Adam (lr = 1e-6) for the Translator
and Adam (lr = 2e-4) for the Discriminator. For the last
configuration (2D GAN) the learning rate was linearly
decreased after the 100th epoch and the implementation
was taken from the github repository provided by Zhu
(2017).
Table 4 synthesizes the different configurations tested
for GAN.

Figure 12 shows a comparison of the SSIM for all
the different tested configurations. Surely the worst
performance are achieved by the 2D configuration
of GAN (pix2pix). This might be due to the fact
that the number of samples was not enough for the
network to correctly learn and generalize, even for the
WMH dataset. Indeed, it achieved (0.49 ± 0.19) as a
mean value for SSIM. Tests for BraTS dataset for this
configuration were not done, because the general trend
shows that WMH performs better than BraTS, therefore
we did not think that this test would be useful. More in
detail about the 3D configurations. Some of the tests
(GAN 2 and ResGAN 2 wuth BraTS) are missing. This
because some of the preliminary experiments on the

Table 5: GAN 1 vs GAN 2 vs ResGAN 1 vs ResGAN 2 vs 2D GAN
Hard Labels vs Soft Labels WMH vs BraTS.

Experiment Avg MSE std MSE Avg SSIM std SSIM PSNR
GAN 1 Hard 0.0015 0.0002 0.9697 0.0120 57.0659
GAN 2 Hard 0.0014 0.0004 0.9608 0.0211 58.4175
ResGAN 1 Hard 0.0014 0.0004 0.9356 0.0540 59.6918
ResGAN 2 Hard 0.0337 0.0355 0.8007 0.1609 55.5008
GAN 1 Soft 0.0016 0.0005 0.9710 0.0107 57.4216
GAN 2 Soft 0.0015 0.0005 0.7813 0.1454 61.0257
ResGAN 1 Soft 0.0017 0.0005 0.8851 0.1267 59.4640
ResGAN 2 Soft 0.0159 0.0064 0.7385 0.1196 48.6462
GAN 1 Soft BraTS 0.0142 0.0196 0.7093 0.0149 52.9729
ResGAN 1 Soft BraTS 0.0310 0.0064 0.7210 0.1196 48.6462
2D GAN WMH 2.1215 0.2245 0.4858 0.1911 37.2948

Table 6: CycleGAN configuration.
Experiment Parameters Epoch Samples Patience Training Time
3D CycleGAN 27.72 M 20 1536 5 79 m
2D CycleGAN 13.2 M 200 1500 20 25 m

second dataset produced disappointing results, thus it
seemed not useful and redundant to perform further
tests. Figure 13 shows a comparison between the
proposed GAN using as Translator the Unet described
above (GAN 1), and a variation of the Unet (GAN 2).
This variation of the Unet uses 4 Convolutional Blocks
(a block is formed by conv - pooling - activation - conv
- pooling - activation) and 4 UpConvolutional Blocks
(a block is formed by upconv - batchnorm - activation
- upconv - batchnorm - activation). It is interesting to
notice how when using hard labels, the two version of
GAN perform in a similar way, but the improvement
achieved using Soft Labels in GAN 1 is not visible
in GAN 2. Instead, the usage of soft Labels with the
second vesrion of GAN worsen the results as shown in
Table 5.

Figure 13 shows as well the comparison between the
proposed GAN which uses the earlier presented 3D Re-
sunet as Translator(ResGAN 1) and a variation of the
ResUnet (ResGAN 2). This variation of the 3D Re-
sUnet is composed by 1 Convolutional Block (presented
earlier) and 3 Residual Unit (each unit is composed by
a convolution - batchorm - activation) and 3 UpRes-
Block (each block is composed by a up convolution -
batchnorm- activation) plus a final convolution block.
About the BraTS dataset, Figure 14, shows that even
though ResGAN 1 achieves a better result (as maximum
SSIM), the variance of GAN 1 is smaller.

5.2.3. CycleGAN
The last family of the experiments done for syn-

thesizing FLAIR from T1 Weighted images was the
CycleGAN architecture, both in 3D and in 2D, and the
set of configurations tested is reported in Table 6.

For the 3D CygleGAN configuration, the experi-
ment was only one, because it was selected the best
network among the 3D GANs (which ended up to
be GAN 1 with SoftLabels), but with only one input
to the Translators. This is due to the fact that cycle
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Figure 11: Comparison of two images of WMH dataset. The original FLAIR image is on the left, the 3D ResUnet synthesized image is in the
middle and on the right there is the 3D Unet synthesized image.

Figure 12: Results of the experiments for GAN using WMH dataset
(GAN1, ResGAN1, GAN2, ResGAN2, 2D GAN, GAN 1 Soft Labels,
GAN 2 Soft Labels, ResGAN 1 Soft Labels, ResGAN 2 Soft Labels)
and BraTS dataset (GAN 1 Soft Labels BraTS, ResGAN 1 Soft Labels
BraTS).

consistency needs to be respected. If T1 receives as
input the T1-Weighted images plus the lesion and
it outputs only FLAIR, then when calculating the
cycle consistency loss ( T1(T2(FLAIR)), we need T2
to output two values, but for the way it is designed,
this was not a feasible and optimal idea. Instead,
reducing the input to only the T1-Weighted images to
the first translator was a considered as a more optimal
solution from the programming point of view. Figure
16 shows this comparison between the 2D and the 3D
implementation of the CycleGAN architecture. As is
possible to see (from the numbers in Table 7 as well)
the results were not good. This might be due to the
fact the this architecture (3D) was too complex for the
task and the number of patches was not enough for the
networks. More in detail, what was possible to see
from the images in result, due to this limited number
of samples, and due to the cycle consistency constrain,
both the networks were not able to learn any mapping
function. In fact (both for 2D and 3D implementation)
T1(T1-Weighted) was really similar to T1-Weighted
images. Figure 15 shows a visual comparison of most

Figure 13: Comparison on WMH dataset between GAN 1, GAN 2,
ResGAN 1 and ResGAN 2 while using Hard and Soft Labels.

Figure 14: GAN 1 vs ResGAN 1 on BraTS dataset.

of these architectures. As is possible to see, GAN1 with
the usage of soft labels (top row, third element) outper-
forms the other architectures, producing a result really
similar to the target FLAIR, the lesions around the
ventricles are well positioned and the image obtains the
same contrast as a real FLAIR image. Right after it is
placed ResGAN1 with the usage of soft labels (bottom
row, first element), which still produces a good results,
although more smoothed than GAN1, therefore details
can be less appreciated. GAN2 (bottom row, second
element) which from Figure 12 shows good results
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Figure 15: comparison of some of the GANs and CycleGANs on WMH dataset. Top row: ResGAN2 (Soft Labels), 3D CycleGAN, GAN1 (Soft
Labels). Bottom row: ResGAN1 (Soft Labels), GAN2 (Soft Labels), ResGAN2 (Hard Labels). As we can see the Cyclegan cannot map T1-
Weighted images into FLAIR, while the others mostly do it. It is interesting to notice how GAN1 outperforms the other architectures, even though
ResGAN1 produces a fair result. GAN2 suffers from label smoothing and indeed the image has some artifacts, especially around the ventrivles,
while ResGAN2 suffers a bit from the checkboard effect both with Soft Labels and Hard Labels.

Table 7: CycleGAN results.
Experiment Avg MSE std MSE Avg SSIM std SSIM Avg PSNR
3D CycleGAN 2.6020 4.1941 0.4686 0.0553 20.2208
2D CycleGAN 1.1121 3.6555 0.3386 0.1002 35.4372

when compared with GAN1, suffers from the effect of
label smoothing and produces some artifacts close to
the ventricles. Together with ResGAN2 both with hard
(top row, first element) and soft labels (bottom row,
third element), we notice the presence of the so called
”checkboard effect”, an artifact which is common when
dealing with 3D CNN. The main reason for this effect
to occur is because of the transpose convolution in the
Decoder part of the network. By replacing it with a
block made of upscaling + convolution (as for GAN1
and ResGAN1) this effect disappear. As mentioned
above, the 3D CycleGAN (top row, second element)
cannot learn a valid mapping function, therefore does
almost no operation (a part from smoothing and adding
noise) to the input image, therefore this result is similar
to the T1-Weighted image.

Figure 16: 3D vs 2D implementation of CycleGAN.

5.3. Flair to T1-Weighted
The second group of experimental tests that we

performed, examines the previously presented archi-
tectures in synthesizing T1-Weighted images from
FLAIR images. This is basically a specular analysis
of most of the previously cited configurations of the
other experiment. However, some of the configurations
were avoided due to time consuming and due to the fact
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Figure 17: SSIM BoxPlot foldwise calculated on the presented con-
figurations.

Table 8: Comparison between the three configurations of the two ar-
chitectures: MSE, SSIM, PSNR

Case Avg MSE std MSE Avg SSIM std SSIM Avg PSNR
3D Unet
1 Input WMH 0.0022 0.0001 0.7741 0.0547 53.7906

3D Unet
2 Input WMH 0.0027 0.0005 0.7859 0.0673 54.9755

3D Unet
1 Input BraTS 0.0175 0.0065 0.6303 0.0772 50.8214

3D ResUnet
1 Input WMH 0.0010 0.0001 0.8988 0.0071 60.4702

3D ResUnet
2 Input WMH 0.0009 0.0000 0.9020 0.0056 60.7154

3D ResUnet
1 Input BraTS 0.0033 0.0022 0.6620 0.0193 50.2883

that the obtained results (especially in more complex
architectures such as cycleGAN) were not good enough
to justify another trial.

5.3.1. Unet3D and ResUnet 3D
Table 2 shows the setup of these configuration of ex-

periments as well, and the results can be seen from Fig-
ure 17. These first results show that synthesizing T1-
Weighetd images from FLAIR images is a more difficult
task with respect to the opposite, even if to the network
are fed two inputs as shown in Table 8, in which we ac-
tually notice that there is almost no difference in SSIM
between the two configurations but instead the Average
MSE is better when feeding only one input to the net-
work. This general worsening in the results generating
T1 Weighted images from FLAIR happens also when
using the BraTS dataset, justifying so the fact that syn-
thesizing T1 -Weighted images form FLAIR is a more
difficult task with respect to the opposite.
When we change network an we switch to the 3D Re-
sUnet, we can appreciate this worsening as well, even
though the best Average SSIM is still 0.9020 ± 0.0056,
so an average result. Furthermore, when analyzing Fig-
ure 17 we notice that not only the results of ResUnet
are better in general, but also less dispersed from the
median value. This means that in general, the network
generalizes better than the 3D Unet when it comes to
synthesize T1-Weighted images from FLAIR.

Table 9: Gan Configurations FLAIR to T1-Weighted.
Experiment #Parameters #Epochs #Samples Patience Training Time
GAN 1 Soft L 13.86 M 20 1536 5 45 m
GAN 2 Hard L 10.25 M 20 1536 5 61 m

Figure 18: GAN 1 vs GAN 2 FLAIR to T1.

5.3.2. GAN
With respect to the previous experiment (T1-

Weighted to FLAIR), this subsection of experiments
only shows 2 configurations for synthesizing T1-
Weighted images from FLAIR, as shown in Table 9.
The fact that only these two configurations are presented
is both due to the time consuming, and to the fact that
since we generally see a worsening in the performances
when synthesizing T1-Weighted images, it was worth
to test only the best configurations on the easiest dataset
(WMH).

5.3.3. CycleGAN
This last configuration ends the set of experiments

done for this master thesis project. Results are presented
in Table 11.

When comparing the 2D implementation to the 3D
implementation, we notice that in general the 3D is bet-
ter, yet the results are meaningless since the networks
(as mentioned for the other experiment) do not learn
any mapping. Another reason for this can be the fact
that the discriminator outplays the translators quickly,
but this happens no matter the architectures used.

6. Discussion

According to what has been presented in the Experi-
ments and Results Section, we are able to produce some
conclusions on the analysis.

Methods - Families. These sets of experiments done al-
low us to rank the different architectures according to
the task itself (through the calculated metrics), but also
according to the complexity of the network, training
time. The general trend of the results, shows that the
best approach to all the test was the 3D GAN in a con-
figuration with the 3D Unet as Translator and the usage
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Table 10: Gan comparison of MSE, SSIM, PSNR.
Experiment Avg MSE std MSE Avg SSIM std SSIM PSNR
GAN 1 Soft L 0.0013 0.0003 0.8570 0.0101 48.8080
GAN 2 Hard L 0.0036 0.0008 0.7966 0.0335 54.2240

Table 11: CycleGAN results.
Experiment Avg MSE std MSE Avg SSIM std SSIM Avg PSNR
3D CycleGAN 8.26452 6.798724 0.402639 0.053957 29.97478
2D CycleGAN 3.644269 0.0811 0.3063 0.118516 39.7191

of soft labels. Most probably, this setup is the best to
solve this type of problems, according both to the re-
sults achieved, and without sacrificing too much time
for training. CycleGAN (3D and 2D) along with 2D
GAN (pix2pix) achieved the worst results overall, this
might be due to the high complexity of the networks,
combined with few amounts of datasamples (especially
in 2D) which do not allow the translators to map the
input distribution into the output distribution maintain-
ing a correct cycle consistency within itself. 3D Unet
and 3D ResUnet achieved as well a good result and
3D ResUnet even outperformed 3D Unet when syn-
thesizing T1-Weighted images from FLAIR, and they
are the configuration needing the least time to train, but
the speedup in time do not compensate the worsen in
the performance (although good) when compared to 3D
GAN configuration.

T1-Weighted to FLAIR synthesis. As an overall result,
we can notice that for each of the presented architec-
tures and for both the datasets, trying to synthesize
FLAIR from T1 is a relatively easy task. When compar-
ing the numbers, we also notice that, when is possible
to add two inputs to the network, as the lesions in T1
can be confused with the White matter itself, producing
more realistic FLAIR ( with also correct position of the
lesions ) is possible. Indeed, in the configurations (Cy-
cleGAN) and dataset (BraTS) which did not allow this
additional input, results were less good.

FLAIR to T1-Weighted synthesis. On the other hand,
trying to synthesize T1 from FLAIR it appeared to be
a more difficult task than the previous one, for all the
architectures and without any distinction of dataset or
number of inputs. This might be due to the fact that
generating T1-Weighted from FLAIR sequencies alone
(without other modalities such as T2-Weighted or PD
(Lee et al., 2019)) might actually not be possible.

Datasets. The presented study evidenced that for these
architectures, the WMH dataset was easier to work with,
even though it presented less cases. The reason why
BraTS dataset achieved worse results, might be due to
the fact that the images are coming from 19 scanners,
therefore it is more difficult for the network to general-
ize well on so many different scanners, while for WMH
dataset, the task is easier since the images are coming
only from three scanners.

Figure 19: 3D vs 2D implementation of CycleGAN.

Table 12: Performance comparison of the analyzed architectures.
Network Typology Training Time Result rank
Unet 3D 15 m 3
ResUnet 3D 20 m 2
GAN 3D 53 m (as average) 1
GAN 2D 13 m 4
CycleGAN 3D 75 m 5
CycleGAN 2D 25 m 6

1 Input v 2 Input. For the dataset ( WMH ) where it was
possible to test two different configurations for the same
problem, it is evidenced that providing the lesion mask
as well as the modality in input to the network made the
synthesis problem easier, especially for T1 to FLAIR.
The fact that for this specific problem, the difference
in SSIM when comparing 2 inputs vs 1 input is higher
than the rest of the experiments, is due to the fact that the
lesions are represented in a very different way in the two
modalities. In FLAIR these are white, and easy to spot,
while in T1 these can be confused with the White Matter
itself, therefore when receiving 1 input, the network is
not able to synthesize the lesions correctly.

7. Conclusions and future work

The main goal of this master thesis was to analyze
state of the art techniques for synthesis - cross modal-
ity problems in Brain MRI images, more specifically,
the synthesis from T1-Weighted images to FLAIR and
viceversa was examined. To tackle this task, different
architectures were developed, in order: 3D Unet, 3D
ResUnet, 3D GAN (with variations on Translators and
labels), 2D GAN, 3D CycleGAN and 2D CycleGAN.
All these architectures were tested on two well known
international brain dataset (WMH and BraTS), the first
one with images from three sanners, the second one with
images from 19 scanners. The analysis done shown that
3D GAN with the usage of label smoothing achieves
really good results for WMH dataset when it comes
to synthesize FLAIR from T1-Weighted images, along
with 3D Unet and 3D ResUnet, this last performing in
a more robust way when synthesizing T1-Weighted im-
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ages from FLAIR. About BraTS dataset, all the archi-
tectures in general were less performing, and as men-
tioned in the discussion section, this might be due to the
big amount of different scanners. In general, 3D Unet,
3D ResUnet and 3D GAN were really good performing
in both the tasks. As a drawback, some of the results
were not exactly as expected, showing that for this type
of problem, the CycleGAN configuration was not able
to generalize well and thus produced the worst results,
both in 2D and in 3D configuration. A possible solu-
tion to this would be to apply some sort of data aug-
mentation in order to have more samples to train with.
The problem due to the cycle consistency might indeed
be related to this lack of samples. As a further step to
this work, the implementation and the testing of the Per-
ceptual Similarity index as a loss function (Snell et al.,
2017) which shown good results in other fields of re-
search. A final step might be the implementation and
the testing of a new state of the art technique Collagan
(Lee et al., 2019) which will produce a more exaustive
research and comparison.
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Abstract

The number of women suffering from breast cancer is growing every year. Due to this fact, early detection is one of the
main targets, which could be helpful for removing the cancer completely. MRI modality represents high sensitivity
imaging technique for detection and recognition of breast abnormality, regardless of breast density. Background
parenchymal enhancement (BPE) is the enhancement of fibroglandular tissue (FGT) of the breast in response to MRI
contrast agent. As mammographic breast density has been established as an independent risk factor, current researches
prove that BPE observed on breast DCE MRI appeared to be strongly predictive of breast cancer risk and it can be
used as a biomarker. The aim of this work is to investigate the use of automated tools using deep learning techniques
to segment the breast tissues and classify BPE into their respective categories. The database was collected from
405 patients and each of these cases was manually evaluated by 3 professional readers from different countries. The
qualitative assessment provided by radiologist was adopted as ground-truth for the automatic method. Breast tissue
segmentation, as fundamental task for breast density estimation, was obtained using patch based 3D U-Net architecture
with ResNet backbone. Segmented fibroglandular tissues were classified into 4 BPE classes using ResNet model. The
proposed segmentation method was evaluated using the dice similarity coefficient and the best-obtained result for FGT
is 0.76 and 0.82 is for the fat tissue. Overall accuracy obtained from BPE classification is 61.3%.

Keywords: BPE, U-Net, Fibroglandular tissue, Segmentation, Classification, ResNet

1. Introduction

Breast cancer is the most frequent cancer among
women and the second leading cause of death among
women worldwide. According to World Health Or-
ganization (WHO) breast cancer impacts 2.1 million
women each year, and also causes the greatest number
of cancer-related deaths among women. In 2018, it is
estimated that 627,000 women died from breast cancer,
that is approximately 15% of all cancer deaths among
women. While breast cancer rates are higher among
women in more developed regions, rates are increasing
in nearly every region globally (WHO, 2020).

The reason of appearance of cancer cells is unknown
nowadays, including breast cancer as well. Different
factors are involved such as age, genetic history, hor-
monal changes, lifestyle, exposure to radiation. In order
to improve breast cancer outcomes and survival, early
detection is crucial. There are two early detection strate-

gies for breast cancer: early diagnosis and screening.
Early diagnosis strategies focus on providing timely ac-
cess to cancer treatment by reducing barriers to care
and/or improving access to effective diagnosis services.
Screening consists of testing women to identify cancers
before any symptoms appear (WHO, 2007).

The most common early stage diagnostic tool for
breast cancer is a mammography (X-ray), which is
considered as the most acceptable and cost-effective
method for patients and generally used as the primary
screening. Other types of detection of breast changes
are ultrasound and MRI. These devices should be used
when X-ray mammogram imaging is not conclusive and
the breast has a large amount of dense tissue, or for the
patient who already has been diagnosed with breast can-
cer, to help to measure the size of the cancer lesion, look
for other tumors in the breast, and to check for tumors
in the opposite breast (Hubbard RA, 2014). Nowadays,
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Figure 1: Subtracted axial DCE-MRI slices of the first post-contrast and pre-contrast images (t1-t0) of 4 different patients and categories of BPE:
(a) BPE 1 - minimal enhancement, (b) BPE 2 - mild enhancement, (c) BPE 3 - moderate enhancement, (d) BPE 4 - marked enhancement

American Cancer Society (ACS) recommends to use ul-
trasound and MRI for breast cancer as an extra modality
to mammography for screening (Wu et al., 2016).

Breast MRI is an important modality for high-risk
women and for clinical treatment process. Dynamic
contrast-enhanced MRI (DCE-MRI) consists of an MRI
as examination with the administration of contrast agent
(gadolinium), acquiring several 3D images at different
time periods. It has main abilities for the diagnosis, de-
tection, and monitoring of malignancy. Additionally, it
allows visualization of the stage of disease and visu-
alization of lesion heterogeneity, detection of changes
in angiogenic properties before morphological changes,
and the possibility to predict the overall response ei-
ther before the start of therapy or early during treatment
(Turnbull, 2009). The physical meaning of the DCE
MRI is a reflection of the dynamic signal intensity vari-
ations induced by uptake of contrast agent over a period
of time and can be described by contrast enhancement
kinetics (Kuhl et al., 1999).

MRI Breast tissue segmentation is needed to perform
an automatic analysis of those images. Many applica-
tions in MRI such as multimodal breast image registra-
tion, computer aided analysis of DCE MRI, and breast
density estimation require segmentation as an initial
step. Related to last one, breast density has been iden-
tified as an important risk factor for developing breast
cancer. Automated segmentation of breast tissues in
breast DCE MRI is one of the major aspect and initial
step of this work. To obtain breast density estimation
from MRI we need to segment the breast body first and
then the fibroglandular tissue (FGT). The segmentation
of the breast is initially performed to exclude other tis-

sues that does not belong to the breast, such as pectoral
muscle. Next step is segmentation of the FGT after de-
lineating the breast body from other chest organs on the
image.

Background parenchymal enhancement (BPE) is the
enhancement of fibroglandular tissue (FGT) of the
breast in response to MRI contrast agent. It character-
izes the risk of breast cancer similar to the evaluation
of breast cancer and breast density on mammography
(Arslan G, 2017). BPE is evaluated in 4 classes deter-
mined in the breast imaging reporting and data system
(BI-RADS): minimal enhancement (25% enhancement
of the glandular tissue); mild (26–50% enhancement);
moderate (51–75% enhancement) and marked enhance-
ment ( 75% enhancement) (Satoko et al., 2012). Figure
1 presents examples of DCE-MRI axial slices of the 4
different BPE categories.

Current researches prove that BPE can be used as a
biomarker to predict the breast cancer risk, like mam-
moghaphic breast density estimation was taken on the
base as an independent risk factor evaluation (Pike and
Pearce, 2013).

Nowadays, BPE quantification is an important re-
search topic as high BPE shown to be linked to in-
creased breast cancer risk. As BPE evaluation is per-
formed by radiologists, it may be affected by the sub-
jectivity of manual evaluation together with intra- and
inter-observer variability, which ranges widely from fair
to substantial. This variability can be a reason of various
factors like level of experience, specialization area and
many others, also this assessment is tiresome and time
consuming. Therefore, automated approaches to ana-
lyze BPE in DCE MRI images are in demand (Pujara
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et al., 2017a).
In this work we present an automatic breast tis-

sue segmentation and BPE classification method using
Deep Learning techniques. We obtain segmentations for
breast body (fat) and FGT (dense) tissues using an archi-
tecture inspired by patch based 3D U-Net with ResNet
backbone. The obtained results are used as input to a
classification network based on ResNet architecture.

2. State of the art

Deep learning approaches have become a dominant
technique in medical imaging field, because they started
to demonstrate their considerable capabilities in differ-
ent challenges (Hesamian et al., 2019). One of the first
object detection systems using convolution neural net-
works (CNNs) was proposed in 1995. In this research,
the authors used a CNN with four layers to detect nod-
ules in X-ray images (Lo et al., 1995). However, tradi-
tional approaches are also widely used for the analysis
and processing of medical images. Since our work con-
sists of two parts, segmentation and classification, we
discuss state-of-the-art approaches in two different sub-
sections below.

2.1. Breast tissue segmentation
Automated breast outer and inner tissue segmentation

was implemented by Sehrawat et al. (2018), where re-
search was done with two steps. In the first step, they
segmented breast body using morphological operations
to remove background noise and any leftover pectoral
muscle; landmark points were detected to find outer
breast borders and a B-Spline curve was applied to re-
move non-breast tissues from the lower part of the im-
age, which mainly contains other body parts (liver, heart
etc.). In the next step, the inner breast tissue was seg-
mented after subtraction of the different MRI modalities
and Otsu thresholding.

Another approach based on 3-D probabilistic atlas
was proposed by Gubern-Mérida et al. (2015) to obtain
the borders of breast from the image background and the
chest wall. They used expectation–maximization(EM)
algorithm to obtain a threshold intensity value to dis-
tinguish FGT from adipose tissue. Bias field correction,
sternum landmark detection and intensity normalization
were applied in the preprocessing step.

With the recent popularity of Deep Learning tech-
niques, especially convolutional neural networks, meth-
ods based on them started to appear in literature. One of
the typical convolutional neural networks that was de-
veloped for biomedical image segmentation is the well-
known U-Net architecture presented by Ronneberger
et al. (2015). This proposed method was used for
2D images and very rapidly 3D implementation arised
Çiçek et al. (2016). The implemented architecture con-
sists of 2 parts: contraction path (encoder) and expan-
sion path (decoder) and is similar to autoencoders. The

encoding part compresses the input image into the latent
space and the decoder part reconstructs the image back.

One of the last publications on breast tissue segmen-
tation proposed by (Zhang et al., 2019) is based on a
deep learning approach using U-Net architecture. In this
paper authors utilize U-Net for separating three-class la-
bels on each MR image, including fat tissue and FGT
inside the breast and all nonbreast tissues outside the
breast. The first U-Net was used to segment the breast
from the entire image. Then, within the obtained breast
mask, the second U-Net was used to differentiate be-
tween fat and FGT. The left and right breasts were sep-
arated using the centerline, and a square matrix contain-
ing one breast was cropped and used as the input.

A method that was proposed by Piantadosi et al.
(2018) for fully automated breast-mask extraction in
DCE-MRI data, was based on a U-Net architecture also.
Authors considered the 3D volume as a composition
of slices and performed a slice-by-slice segmentation.
They modified the original U-Net proposal: 1) the out-
put feature map of the network was set to one channel
to speed up the convergence during the training phase;
2) zero-padding with a size-preserving strategy was ap-
plied for preserving the output shapes; 3) batch normal-
ization layers after each convolution was applied to im-
prove the training phase.

In the work done by Dalmş et al. (2016), researchers
experimented with 2 ways of the U-Net architecture.
In first case, they trained two consecutive U-Nets: first
one for segmenting the breast in the whole MRI volume
and the second one for segmenting FGT inside the seg-
mented breast. In the second method, a single 3-class
U-Net was used, which performs both tasks simultane-
ously by segmenting the volume into three regions: non-
breast, fat inside the breast and FGT inside the breast.
The advantage of convolutional networks with U-Net
architecture is that it is possible to use entire images
of arbitrary sizes, without dividing them into patches
(Ronneberger et al., 2015). This results in a large re-
ceptive field that network uses while classifying each
voxel, which is important in segmentation of large struc-
tures like the breast. Therefore, we selected this archi-
tecture to investigate the use of deep-learning methods
for breast tissue segmentation in our work.

2.2. BPE classification
Qualitative and quantitative assessment of BPE on

breast DCE-MRI was analyzed by Pujara et al. (2017b).
In order to make qualitative evaluation, four radiologists
graded BPE at 90 seconds and 180 seconds after con-
trast injection on a 4-point scale. A phantom-validated
segmentation approach was obtained to generate FGT
masks and they were co-registered to pre- and post con-
trast fat suppressed images to get the region of inter-
est (ROI) and to calculate a quantitative BPE measure.
Receiver operating characteristic (ROC) analyses and
kappa coefficients (k) were used to compare subjective
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BPE with quantitative BPE. Based on ROC analyses,
the authors concluded that BPE at 90 sesonds was best
predicted by the quantitative BPE approach compared
to subjective assessment. However, at higher levels of
quantitative BPE, agreement between subjective BPE
and quantitative BPE significantly decreased for all four
radiologists at 90 seconds and for 3 out of 4 radiologists
at 180 seconds.

One of the latest research works was published by
Borkowski et al. (2020), where authors proposed to train
a deep convolutional neural network (dCNN) for stan-
dardized and automatic classification of BPE categories.
They used consensus of the 2 radiologists as golden
standard for classification. The proposed deep learn-
ing architecture represents 2 densely connected layers
on top of the convolutional part of the VGG16 and the
approach relies on the use of a transfer learning method.
The authors claim that the neural network is at least as
accurate as an experienced radiologist and their predic-
tions are standardized and unaffected by the effect of the
intra-reader discrepancy, due to the convolutional part
of the VGG16 network, which is able to supply as a
valid feature extractor for breast MRI, even though it
was not trained on medical images.

Ha et al. (2016) published quantitative FGT measure-
ment tool for breast MRI. They proposed a region-based
active contours segmentation algorithm for the whole
breast and FGT contours on T1-weighted pre-contrast
sagittal images. Quantitative measures of FGT were
computed with data derived from breast MRI and corre-
lated significantly with conventional qualitative assess-
ments. Later, the same authors Ha et al. (2018) obtained
a fully automated convolutional neural network (CNN)
method, where the ground truth was established using
previous work. The aim of their work was a quantifi-
cation of breast MRI fibroglandular tissue (FGT) and
background parenchymal enhancement (BPE). In this
case, a 3D CNN architecture was modified from the
standard 2D U-Net to implement voxel-wise prediction
of the whole breast and FGT. They successfully quanti-
fied FGT and BPE within an average of 0.42s per MRI
case, but authors claimed that their approach could still
be improved using larger training data.

Yang et al. (2015) proposed a method for quantita-
tive image analysis using DCE-MRI images by inte-
grating BPE features into the decision making process.
At first step of their work, breast region segmentation
was performed using computer-aided detection scheme.
After they computed 18 kinetic features from which 6
were computed from the segmented breast tumor and
12 were BPE features from the background parenchy-
mal regions. They used Support Vector Machine (SVM)
based statistical learning classifiers which were trained
and optimized using different combinations of features
that were computed either from tumor only or from
both tumor and BPE. Each SVM was tested using a
leave-one-case-out validation method and assessed us-

ing an area under the receiver operating characteris-
tic curve (AUC). They concluded that quantitative BPE
features perform useful knowledge to the kinetic fea-
tures of breast tumours in DCE MRI and their integra-
tion to computer-aided diagnosis techniques could im-
prove breast cancer diagnosis based on DCE-MRI ex-
aminations.

Another quantitative BPE evaluation technique was
developed by Klifa C. (2011), which was tested on 16
healthy volunteers and on high risk patients who already
underwent 3 months of tamoxifen therapy. Their results
showed that high-risk patients had 37% fewer BPE af-
ter treatment and suggested that obtained methods are
robust.

In this study, we present an automated deep learning
method for breast tissue segmentation and background
parenchymal enhancement classification into their cate-
gories. All DCE MRI studies were independently as-
sessed for BPE by three expert readers and assigned
a category from 1 to 4. The qualitative approach was
taken to establish golden standard for the automatic
quantitative methods.

3. Material and methods

3.1. Database and data preparation

The database includes DCE-MRI Breast images
which were taken from clinical database of the Rad-
boud University Medical Centre (Nijmegen, the Nether-
lands). It contains 491 studies from 405 patients. The
dataset was collected from 3 different MRI machines
produced by Siemens with 1.5 and 3 Tesla magnetic
field (Magnetom Vision, Magnetom Avanto and Mag-
netom Trio) and we have different set of image volume
sizes of 256 × 128 × 112, 384 × 192 × 160, 448 × 448 ×
160, 448 × 448 × 176 and 512 × 256× 120 with pixel
spacing between 0.7 and 1.3mm and voxel size between
1 and 1.5 mm. Each examination has one pre-contast
and four post-contrast images.

Three expert radiologists from three different coun-
tries manually annotated BPE levels of the dataset. Us-
ing the guidelines defined in the ACR BIRADS MRI
lexicon classification categories, each reader rated the
level of BPE independently into the 4 ordinal categories.
For this task, each reader visualised the maximum inten-
sity projection images at time point t0 and t1 only to rate
the BPE level.

Unilateral mastectomy, bilateral mastectomy and
breast implant cases were excluded from the dataset be-
cause those cases are likely to corrupt final results. The
pre-contrast and post-contrast time points were used
because they are assumed to be representative for the
BPE level within the entire volume although it is still
not clear which time point yields useful information
for breast cancer risk stratification and prediction of re-
sponse to treatment. All readers annotated most of the
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Table 1: Information about Readers

Readers Country Experience (year) Specialization

Reader1 (R1) Netherlands 8 Breast
Reader2 (R2) Germany 3 Breast
Reader3 (R3) Spain 25 Prostate

dataset as mild or minimal with few cases classified as
moderate or marked. The majority voting ensembling
technique was used as golden standard. The rates of the
3 readers were fused together to establish groundtruth
labels for the automated approach. Information about
readers is shown in Table 1. Cases without any agree-
ment with at least 2 readers were also filtered out. Fi-
nally, after applying those restrictions, we ended up with
310 studies out of 491. Figure 2 illustrates excluded
cases from database.

Figure 2: Examples of the excluded cases from dataset: (a) and (d) -
double implant cases; (b) - mastectomy case; (c) - implant + mastec-
tomy case.

3.2. Pre-processing and breast mask generation

Breast mask, which we assume as the region of in-
terest (ROI), together with pre-contrast (t0) image were
given as inputs to the proposed architecture. This ROI
is used in the approach to restrict the patch extraction
pipeline to breast area only.

A simple binarization method was used to obtain a
mask together with morphological opening and closing
operations. Another important role of the breast mask is
removal of the coil artifact, which in some cases can cor-
rupt the result. So, as background intensities in MRI can
be nonzero, after the performed operations background
artifacts might still take place. To remove them, we used
connected component analysis to leave only the largest
connected component, which at the end will provide us
with required breast mask.

As our ground-truth (GT) has 8 labels of chest body,
we replaced unnecessary labels (labels>3, such as heart,
lung, liver, bone and background), which represent body
organs not related to breast, as 0. Figure 3 shows an
example of GT before and after excluding unnecessary
labels.

Figure 3: Ground-truth images before and after excluding unneces-
sary labels. (a) shows the initial ground-truth image with all labels
in the chest area; (b) is the processed ground-truth image with only
needed labels of fat and FGT.

3.3. Patch sampling
Patch sampling is an important aspect to take into

account, because the way we sample patches may af-
fect the final segmentation results. Since most medical
images have high resolution, patch-based approach is
commonly employed for segmentation, where images
are divided into small patches with a specified size as
the input of the neural network (Zhang et al., 2019).
Patch sampling method can fully utilize the local infor-
mation of the focused area. In our work, patch sampling
was done using balanced sampling technique as Val-
vano et al. (2019) was used on their challenge. Balanced
patch sampling means that we extract equal number of
patches from all represented classes in the dataset. Bal-
anced sampling can be helpful in problems with class
imbalance, like in our case. We decided to use this ap-
proach in order to avoid unbalanced patching for each
labels, as the number of pixels of FGT on the image is
less than fat tissue pixels. We experimented with differ-
ent patch sizes, the best results obtained with patch size
of (32 × 32 × 32).

3.4. Proposed method for breast tissue segmentation
To segment breast body (fat) and FGT (dense tissue),

we used patch based 3D U-Net model, which was pro-
posed by Çiçek et al. (2016). U-Net is a type of fully
convolutional network (FCN) with a contraction path
(encoder) and expansion path (decoder). The contrac-
tion path consists of consecutive convolutional blocks
followed by a maxpool downsampling to encode the in-
put image into feature representations at multiple dif-
ferent levels (Ronneberger et al., 2015). It is used to
extract features while limiting the size of feature maps.
The expansion path (decoder) performs upsampling and
has convolutional blocks to recover the size of the seg-
mentation map. Additionally, skip connections are used
to share localization information from the contraction
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Figure 4: The architecture used in the proposed approach. The network is inspired by 3D U-Net with ResNet backbone.

level to the corresponding expansion level. These are
parallel connections allowing signals to propagate di-
rectly from one block of the network to another with-
out adding any computational complexity. At the end,
a convolutional layer maps the features vector to the re-
quired number of target classes in the final segmentation
output.

However, we made changes to original architecture.
The basic U-Net blocks were replaced with ResNet
blocks. ResNet blocks have skip connections, they con-
nect some layers with deeper ones, skipping several lay-
ers in between. That helps to avoid gradient vanishing
and hence avoiding overfitting, which is a common is-
sue in training deeper networks. Each level of encoder
(contraction path) includes: ReLU activation; maxpool-
ing (2×2×2) with stride 2 for downsampling; droupout
and instance normalization. Symmetrically to encoder,
decoder (expansion path) consists of: up-convolution
(2 × 2 × 2) with stride 2; concatenation with feature-
map from the same level of the encoder; basic ResNet
blocks and ReLu activation. At the end, we used an out-
put convolution layer (1×1×1) with two output channels
followed by a softmax layer which returns probabilities
for each class. The architecture for the proposed 3D
ResUNet model is illustrated in Figure 4.

Instance normalization plays an important role in
training the Neural Network effectively and enables
faster convergence. Instance Normalization technique
was utilized in the encoder part of our architectures. In-
stance Normalization is similar to Batch Normalization
with the difference being that instead of normalization

across the entire feature in the mini batch, normalization
is applied across each channel.

In order to address the problem of overfitting and
better generalization, dropout was added to the model.
Dropout helps in the synthesis of different model archi-
tectures from the same architecture by randomly drop-
ping certain proportion of nodes from the model. In
our case we used a dropout equal to 0.5. Together with
the Normalization techniques, the tendency of the net to
overfit to the training set was less severe.

Increasing the depth more can lead to overfitting
problems while no significant increase in the accuracy.
The maximum depth was dictated by the chosen patch
size. Due to constrained resources at disposal, the max-
imum patch size that could be used was 32. This meant
that maximum depth that could be utilized was 5. Depth
of 5 was fixed for the architecture (Jiang et al., 2017).

3.4.1. Training and testing sets
For the training stage, we composed the training and

validation sets from the provided images to train the
weights of the network. Following the balanced patch
sampling technique, 1000 patches with size (32 × 32 ×
32) were extracted from each image to train our model.
The loss function is a critical part of the architecture,
since it drives the backpropagation in order to achieve a
better performance. In our proposed method, cross en-
tropy loss was used at the final experiments. Adam as an
optimizer was used and gave the best performance. To
further avoid overfitting, and to take advantage of a net
we implemented early stopping in a way that it tracked
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Figure 5: Architecture of proposed 3D Resnet-50. The convolutional layers were pre-trained on ImageNet dataset. The convolutional feature
extractors and weights of the hidden layers were frozen and transferred directly to BPE classification.

the validation loss, and allowed for a certain number of
epochs (that we called ”patience”) to improve.

At the testing stage, patches were extracted from each
image uniformly with some degree of overlap to im-
prove segmentation results. We extracted patches only
from area of interest (breast body), therefore masks for
all images were obtained as we explained before. After
defining the patch size which is dictated by the memory
and GPU resources available at disposal, the overlap be-
tween the consecutive samples is defined. The greater
the overlap (which means smaller sampling step), larger
patches are available for training. This in turn means
larger data and more training time. The sampling step
of 16 was considered to be appropriate reflecting bet-
ter performance following by Jiang et al. (2017). In or-
der to test the generalization of network and evaluate all
the images in the dataset, 5 fold cross validation was
performed. For each of 5 folds different images were
taken to the test set. In each fold, the dataset was di-
vided into training (80% cases) and testing (20%) sets
automatically, and patches were extracted following the
proposed pipeline. Every patch was passed through the
network, resulting in a predicted probability for each
voxel. The output binary segmentation was produced
by assigning the class label according to the maximum
probability for each voxel. Finally, the pre-constrast
volume (t0) was selected as the input of the network.

3.5. Proposed method for BPE classification

Convolutional neural networks have been widely
used for image classification tasks with excellent per-
formance (Krizhevsky et al., 2012), (He et al., 2016).

ResNet has been shown to provide a good classification
accuracy in many medical applications. Often and due
to the limited number of cases available for training,
ResNet weights are initialised using transfer learning
from other domains. Therefore, we used transfer learn-
ing technique with 3D Resnet-50 architecture to classify
BPE according to their classes.

3.5.1. Proposed model for BPE classification
The architecture of the ResNet-50 is similar to plain

network with 50 layers, but ResNet has a shortcut con-
nection, which turns the network into its counterpart
residual version. Each residual block follows the bot-
tleneck design. Bottleneck design is used to increase
the network depth while keeping the parameters size as
low as possible, it means that three layers are (1×1×1),
(3×3×3) and (1×1×1) convolutions, where the (1×1×1)
layers are responsible for reducing and then increasing
(restoring) dimensions, leaving the (3×3×3) layer a bot-
tleneck with smaller input/output dimensions (He et al.,
2016). ResNet’s layer is composed of the same blocks
stacked one after the other. We perform downsampling
directly by convolutional layers that have a stride of 2.
Encoder is composed of multiple layers at increasing
features size and decoder is a fully connected layer that
maps the features learned by the network to their re-
spective classes. In our method, the convolutional lay-
ers were pre-trained on ImageNet dataset.

We modified this model by replacing all 2D convolu-
tion kernels with the 3D versions and using fine-tuning
technique, so that all the hidden layers were frozen and
the last fully connected layer was modified by reduc-
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Figure 6: Input images for classification. (a) - pre-contrast (to), (b) - first post-contrast (t1), subtracted t1-t0.

ing the number of features using ReLU weight initial-
ization followed by a dropout layer with probability of
0.5. Finally, last fully connected layer was built up of
features classified into 4 classes using the Softmax clas-
sifier. Figure 5 illustrates proposed classification archi-
tecture.

3.5.2. Training and testing sets for classification
Output segmentation results were used as inputs for

classification part. We applied segmented FGT masks
on pre-contrast (t0), first post-contrast (t1) and sub-
tracted (t1 - t0) images, which can be observed in Fig-
ure 6. These 3 images were used as an input to the BPE
classification network. Before training, all these input
images were pre-processed because images in dataset
are from 3 different machines. An isotropic voxel spac-
ing of (1 × 1 × 1) was generated for all input images,
after images were rescaled to (3 × 240 × 345), based on
bilinear interpolation operation.

As in segmentation’s training stage, for classification
in training stage we optimize network parameters using
the cross-entropy loss with the stochastic gradient de-
scent (SGD) method, where the learning rate was set to
0.1, momentum was set to 0.9 and weight decay was set
to 0.001. Maximum number of epochs for training set
was chosen equal to 100. Like in the segmentation step,
5-fold cross validation was performed until all the en-
tire dataset was once used as a test set. For each fold
the dataset was randomly divided into 80% training and
20% testing. Early stopping technique was applied also,
which helped to reduce training time and number of
training epochs. Evaluations were performed by com-
paring the indices with the highest probability against
the true classes using the softmax classifier.

4. Results and Discussion

This study was performed on Ubuntu with 256 RAM
and NVidia GeRore RTX 2080 GPU with 11 GB mem-
ory. All experiments were obtained using Python 3.7
based on PyTorch 1.4.0 deep learning library.

In this section we present our experiments and ob-
tained results along with the discussion, for both breast
tissue segmentation and BPE classification.

4.1. Breast tissues segmentation

In this subsection we evaluate different aspects of the
U-Net segmentation approach and discussion about ob-
tained results. More specifically we test different opti-
mizers, patch sizes and loss functions.

The Dice Similarity Coefficient (DSC) was used for
the evaluation of developed segmentation approach and
computed using equation(1) :

DS C =
2T P

2T P + FP + FN
(1)

4.1.1. Patch size
In the work proposed by (Farabet et al., 2013) they

showed that using bigger patches in CNNs may im-
prove segmentation results, as the network can capture
more contextual information, which in our case can be
also helpful to segment breast tissues, especially FGT.
Therefore, an experiment was performed to use differ-
ent patch sizes. Considering the architecture used and
the computational load, two patch sizes were tested:
(16 × 16 × 16) and (32 × 32 × 32). Qualitative com-
parison results obtained for both patch sizes are shown
in the Figure 7.

Indeed, our experiments showed, that increasing of
the patch size from (16×16×16) to (32×32×32) helped
to increase segmentation results. Especially, the larger
patch size increased overall DSC for FGT - from 0.695
to 0.75, while segmentation for the fat tissue was nearly
the same. Overall results are shown in Table 2. As ex-
pected, network training time was longer with bigger
patch size: with patch size (16 × 16 × 16) training time
per epoch was 7min, while with patch size (32×32×32)
- 28.5min. As one can notice in Figure 7 (1st column),
result obtained from the smaller patch did not segment
part of the FGT tissue. Segmentation obtained in the
2nd case (on the 2nd column), partly performed wrong
result, a part of the FGT was segmented as fat tissue,
while in the 3rd case (3rd column) part of the FGT
was segmented as background. Meanwhile, we can see
that patches with larger size gave better performance.
As mentioned before, enlargement of patch size should
have helped the network to better segment FGT.
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Figure 7: Examples of the segmentation results. On the top row images obtained with patch size (16 × 16 × 16). On the bottom row examples with
patch sizes (32 × 32 × 32).

4.1.2. Optimizer
Optimizers Adam and Adadelta were studied in the

experiments as they are common optimizers for breast
tissues segmentation task following the proposed meth-
ods by Zhang et al. (2018) and Piantadosi et al. (2018).

Experiments with optimizers showed that Adam op-
timizer performed better results than Adadelta, even if
the learning rate of Adadelta optimizer is adaptive to
pixel coordinates. Adam Optimizer in our configuration
took more time to converge as compared to Adadelta.
Adam optimizer with learning rate 0.001 gave us best
performance. Overall average dice score was increased
from 0.695 to 0.7 for FGT, while for the fat tissue op-
timizer did not improve result so far, it changed from
0.81 to 0.82. Also, we could assume that model trained
with Adam optimizer did well with background arti-
facts, while results with Adadelta optimizer, represent
noisy background. Segmentation examples of experi-
ments are illustrated in Figure 8. In Figure 8 (a) on the
top row, we see artifacts related with non-breast body,
while segmentation using Adam optimizer (on the bot-
tom row) represents better performance. On the exam-
ple displayed on Figure 8 (b) top row, background arti-
facts, labeled parts on the image (look at the red range
and arrow) were segmented as FGT, which is not cor-
rect. Segmentation obtained with model trained with
Adam optimizer (on the bottom row) performed gener-
ally better.

4.1.3. Loss function.
Two different loss functions were used in our experi-

ments: Cross Entropy (CE) Loss and Dice Loss. Cross
Entropy loss examines the pixels individually and com-
parison is done with the target labels. Pixel wise log
loss is calculated and summed over all the classes. This
is computed over all the pixels and averaged. The fol-
lowing Equation 2 shows the expression for the log loss:

CELoss = − 1
N

N∑

i=1

yi · log(p(yi))+ (1−yi) · log(1− p(yi))

(2)

Figure 8: Examples of the obtained segmentation results. On the top
row images obtained using model trained with Adadelta optimizer. On
the bottom row same cases segmented with model trained with Adam
optimizer.

Where y is the label and p(y) is the predicted proba-
bility for all the N points (voxels). Cross Entropy loss
leads to equal learning to each voxel in the volume. But
in case of unbalanced classes it could be a problem to
train network. In this case, balanced patch sampling
might be useful like we explained before. Also, follow-
ing the proposed method by Ronneberger et al. (2015),
loss weighting scheme could be used for each pixel such
that a larger weight is assigned to pixels at the contour
of segmented objects.

Dice Loss is essentially the overlap between the pre-
dicted segmentation and the ground-truth segmentation.
This overlap is then scaled by the sum of the total num-
ber of pixels in the predicted and the actual segmenta-
tion. This can be represented by the following equation
3:

DiceLoss = − Predicted ∩ Actual∑

pixels

Prediction +
∑

pixels

Actual
(3)

Experiments with Dice loss function did not gave us
improvement in results. Dice score was little less than
with experiments with Cross Entropy Loss. Results are
shown in Table 2.
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Table 2: DSC for all experiments.

Adam
Patch (32 × 32 × 32)
CrossEntropy Loss

Adam
Patch (32 × 32 × 32)

Dice Loss

Adadelta
Patch (16 × 16 × 16)
CrossEntropy Loss

Adadelta
Patch (32 × 32 × 32)
CrossEntropy Loss

Fat tissue 0.76 0.69 0.67 0.71
FGT 0.82 0.792 0.79 0.81

Final results were obtained using patch size (32×32×
32), Adam optimizer and Cross Entropy Loss, which
represent the best DSC. Average DSC for the fat tissue
was equal to 0.82, for the FGT - 0.76. The median re-
sults among all the patients for each 5-fold are presented
in Table 3. Qualitative results of final segmentation for
proposed approach are shown in the Figure 9, while re-
sults from all experiments are shown in Table 2.

Table 3: Average DSC of final proposed performance for each of 5
folds and each segmented class.

Fold 0 Fold 1 Fold2 Fold3 Fold4 Avg. DSC

Fat tissue 0.744 0.788 0.729 0.775 0.785 0.764
FGT 0.819 0.792 0.8208 0.834 0.826 0.82

During the experiments we found out that in each fold
we have cases with very low DSC, such as 0.102, 0.286,
0.250 for fat tissue and 0.0019, 0.0015 for FGT segmen-
tation, while remaining cases have scores from 0.7 to
0.95 for FGT and from 0.8 to 0.95 for fat tissue. Also,
we have case with dice 0, obtained during experiment
with smaller patch size. In Figure 10, we show example
cases for which we obtained a low Dice score. If we
visually analyse these cases, there are areas inside the
breast assigned to class 0 (non breast tissue class) in GT.
However, by observing the image we assume that those
intensities correspond to FGT and/or fat classes and not
background class as in the GT. Therefore, we assume
that this case were miss-classified in the ground-truth.
These cases affect to our overall DSC.

In the end of this section, we compared our obtained
final segmentation results with already published work
in Table 4 , which proposed methods we explained in
the section before.

4.2. BPE classification

Next part of our work was related to BPE level
classification the 4 ordinal categories defined by ACR.
First, we calculated intra-observers agreement for fur-
ther comparison with our obtained results, after we dis-
cuss about results obtained from BPE classification.

4.3. Inter-Observer Agreement

As we explained in Database section, 3 radiologists
assessed each case and we used majority voting ensem-
bling technique to establish ground-truth for automated

classification. Figure 11 represents individual annota-
tions of each professional readers and ensembling rates
(majority voting ensembling technique results).

We calculated inter-observer agreement (k) - kappa
value between 3 professional readers (R1, R2, R3) and
agreement all of them with the ensembled rates. The
agreement was measured using the quadratic weighted
Cohen’s kappa coefficient (k) given by Equation 4 :

k = 1 −
∑n

i=1
∑n

j=1 wi jxi j∑n
i=1
∑n

j=1 wi jmi j
(4)

where n is the number of classes and wi j, xi j,mi j are el-
ements in the weight, observed, and expected matrices
respectively.

(k) < 0.0 was interpreted as poor agreement, 0.0 ≤
(k) ≤ 0.20 as slight agreement, 0.20(k) ≤ 0.40 as
fair agreement, 0.40(k) ≤ 0.60 as moderate agreement
and (k) 0.60 as substantial agreement (Landis and Koch,
1977). The Table 5 shows agreement (k value) between
the readers and readers with ensembled rates (E).

4.3.1. Classification
Metrics to evaluate the classification results were

overall accuracy (Acc%) and accuracy per each BPE
class (Acc(BPEnn)%). Accuracy was calculated using
Equations 5 and 6:

Acc =
T P

T P + FP + T N + FN
(5)

Acc(BPEn) =
T P(BPEn)

T P(BPEn) + FP(BPEn)
(6)

Experiments for automatic BPE classification was
obtained using two different classifier: softmax and sig-
moid. Best results were obtained using softmax clas-
sifier with overall accuracy 61.3%, while with sigmoid
classifier we obtained 52.00 %. Experiment shows, that
accuracy for BPE4 was nearly same with both classi-
fiers, while results for the BPE2 increased from 40 %
to 54 % and for BPE3 from 53 % to 64 % . Results
for other classes were increased also. The results ob-
tained for the accuracy per class and overall accuracy
are shown in Table 6.

The hyperparameters to train the network such as the
batch size, type of the loss function, optimizer, learning
rate and number of epochs were set to obtain optimal re-
sults as in the publications proposed by (He et al., 2016),
(Chen et al., 2019) and (Herent et al., 2019).

20.10



Automated 3D DCE-MRI Breast tissue Segmentation and Background Parenchymal Enhancement Classification 11

Table 4: Comparison of results of our approach and published works in Section 2.

Reference proposed approach FGT DSC Fat tissue DSC overall DSC

Piantadosi et al. (2018) U-Net - - 0.959
Zhang et al. (2019) U-Net 0.95 0.91 -
Dalmş et al. (2016) U-Net 0.85 0.933 -
Gubern-Mérida et al. (2015) Atlas-based 0.80 0.94 -
Sehrawat et al. (2018) Landmark detection 0.915 0.977 -

Our method U-Net 0.76 0.82 -

Figure 9: Segmentation results for different BPE categories. On the top input pre-contrast (t0) images, output segmented breast tissues on the
bottom. (a) - BPE1, (b) - BPE2, (c) - BPE3, (d) - BPE4.

Figure 10: 4 examples (a, b, c, d) of obtained low DSC. Top left - output segmentation; top right - input pre-contrast image (to). Bottom left - GT
with only fat and FGT classes; bottom right - GT with all given classes.

Nowadays, manual annotation currently assessed by
radiologists suffers from large intra- and inter-observer
variability, as we show in Table 5, inter-observer agree-
ment varies from slight to moderate agreement. Agree-
ment between R1 and R2 was moderate with k= 0.4.
However, agreement between R1 and R3 was slight with

k = 0.13. Since, the agreement between R2 and R3
with k = 0.18. This difference between the readers was
mostly caused by Reader 3, we assume that is because
of his field of speciality was not oriented in the breast
or a slightly different criteria was applied. This dis-
agreements highlight the need of quantitative tools of
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Figure 11: Histogram of BPE annotations for each of the readers and majority voting ensembling technique results (Emsemble).

Table 5: Inter-observers agreement

Readers k value Agreement

R1 and R2 0.41 Moderate
R1 and R3 0.18 Slight
R2 and R3 0.13 Slight
R1 and E 0.65 Substantial
R2 and E 0.66 Substantial
R2 and E 0.46 Moderate

assessment of BPE as the one developed in this project
with the aim to potentially reduce the tedious, subjec-
tive nature of BPE classification process. Additionally,
such tools could help in training beginner radiologists
in BPE classification or even the reduction of inter- and
intra-reader variability. In order to solve these problem
many researchers like Klifa C. (2011), Ha et al. (2018),
Yang et al. (2015), Pujara et al. (2017a), suggested ap-
proaches for a quantitative analysis of the BPE. But
their methods still require intervention of the profes-
sional readers to delineate the ROI (FGT) manually,
which may introduce potential subjective bias. Meth-
ods proposed by Borkowski et al. (2020) and Ha et al.
(2016) are a fully automated approaches based on con-
volutional neural network (CNN) for FGT quantifica-
tion and BPE classification and shows very high accu-
racy.

To obtain ground-truth labels for this task, we per-
formed majority voting between the individual rates
of three radiologists, as this information was provided
within the dataset. Considering this technique, we as-
sign final label based on the agreement between at least

two raters, therefore, if there were cases without agree-
ment between at least two raters, we had to exclude
them from the final dataset used for this task. We also
checked if the final label we obtained agrees with the
provided individual labels and we can conclude that ma-
jority voting can be used for our purposes, as we ob-
served a moderate agreement for each case. In the train-
ing pipeline, we fed three input sequences to the net-
work: t0, t1 and (t1-t0). In the segmentation step we
obtained masks only for t0 images, however, we used
them for all time points. This could be done because
the provided dataset did not report about patient motion
between different scans, so we assumed the absence of
patient motion. As we were sticking to a 3D approach
in the segmentation step, we continued with it for the
classification task, therefore the input images were 3D.
5-fold crossvalidation experiment was performed, with
80% of dataset used for training and remaining 20% for
testing in each fold. We performed such step to guaran-
tee that our neural network learns effectively, as in some
cases it could happen that the subtraction images (t1-t0)
could be insignificant, because they have almost zero
intensities.

In the end, we compared our results to already pub-
lished works on BPE classification as shown in Table 7.
Borkowski et al. (2020) and Ha et al. (2016) received the
best overall accuracy. The high performance observed
in their approach may be related to to the high base-
line used to establish ground truth as well as the robust
segmentation tool used in segmenting FGT prior to the
classification tasks.
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Table 6: BPE classification accuracy (%) per class and overall accuracy (%).

Classifier BPE1(%) BPE2(%) BPE3(%) BPE4(%) overall Accuracy %

Softmax 61.4 54.8 64.02 77.00 61.3
Sigmoid 55.22 40.14 53.00 76.00 52.00

Table 7: Comparison of our approach and published works in section 2.

Reference AccBPE1(%) AccBPE2(%) AccBPE3(%)3 AccBPE4(%) overall Acc(%) -

Pujara et al. (2017a) 20.20 25.20 50 50 -
Klifa C. (2011) 23.00 22.0 17.00 23.00 -
Ha et al. (2018) 4.61 8.74 18.10 37.40 -
Ha et al. (2016) - - - - 82.90
Borkowski et al. (2020) 84 80 48 88
Our method (Softmax) 61.4 54.8 64.02 77.00 61.3
Our method (Sigmoid) 55.22 40.14 53.00 76.00 52.00

5. Conclusions

We presented a deep-learning approach based on the
3D U-Net architecture for breast tissue and FGT seg-
mentation on MRI. This method showed good results
that could be used for further BPE classification. In the
classification part of our work, we obtained automatic
method for BPE prediction in 4 categories, based on 3D
ResNet architecture. Our proposed methods were tested
on the clinical dataset with 310 DCE MRI studies.

The aim of these kind of methods is to generate a
tool, which can help to reduce inter- and intra-reader
variability observed during manual BPE classification
and it could also be helpful for the beginner radiologists
or medical students as they could be trained on the an-
notations of a more experienced radiologists.

Since segmentation of the FGT is a major aspect and
it affects to BPE classification results, manual segmen-
tation of dataset (ground truth) could be improved in fu-
ture work, because from our obtained results we could
observe cases, in which some ground truth voxels might
be inaccurately segmented.

Because the accuracy of the proposed automatic BPE
classification is directly dependent on the manual anno-
tation by professional readers, more radiologists could
evaluate dataset regarding BPE rate.

In addition, a larger training dataset is estimated to
improve the accuracy of the model.
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